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Abstract

Analysis of Symmetric Key Establishment based on Reciprocal Channel Quantization
David M. Wagner

Supervising Professor: Dr. Gill R. Tsouri

Methods of symmetric key establishment using reciprocal quéotizat channel parameters in
wireless Rayleigh and Rician fading channels are considerednipastant aspects are addressed
through generic analysis: impact of a proximity attack by aipagavesdropper and achievable
key establishing rates. The analysis makes use of the Natiosi#lule of Standards and
Technology statistical test suite applied to the channel quaatizasts as the outputs of a random
number generator. For proximity attacks, a passive mobile eavesdnefipean ability to
approach one of the communicating parties and a possible signaise ratio advantage is
assumed. The minimal required distance from the eavesdropper intordaintain perfect
secrecy during key establishment is evaluated as a functibe &itian factor and quantization
depth. For key establishing rates, the maximal rates anead@dlwhile ensuring that the generated
secret key bits pass the entire statistical test sui@gé&neric analysis is applied to channel-phase

guantization and performance in practical systems is considered as well.
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Summary of Contributions

Generic approach of analyzing eavesdropper proximity attacksyoaskablishment
methods that use reciprocal quantization of channel parameters.afidigsis
determines the minimal required distance from an eavesdropperrtaimgperfect
secrecy while establishing the key.

Generic approach of analyzing achievable key refreshing fiaté®y establishment
methods that use reciprocal quantization of channel parameters.afdigsis
determines maximum key establishing rates while insuring hleatetsulting key is a
true random sequence.

Determination of secure eavesdropper-receiver distances andflkeshing rates for
carrier-phase quantization in Rician fading environments.

Implementation in Matlab of entire NIST 2008 statistical tegesor Cryptographic
Random Number Generators. The Matlab code would be made available online at:

http://people.rit.edu/grteee/communicationLab.html

Publication:

D. Wagner and G. R. Tsouri, “Analysis of Symmetric Key Eshbhent Based on
Reciprocal Channel Quantization: Proximity Attacks and Keylistang Rates”,
submitted for review tdEEE Transactions on Information Forensics and Security —
special issue on Physical Layer Security



Chapter 1: Introduction

1.1 Motivation

The broadcast nature of wireless communication links exposes ttheavesdropping and
therefore securing a wireless link is paramount in many apiplsa In traditional symmetric
encryption systems, a large pre-deployed secret key isdsharde two communicating parties.
The same key is used to encrypt and decrypt information. A pronerantple is thédvanced
Encryption StandardAES) [1], where a 128 bit key is typically used. Asymmegrcryption is
based on public-key cryptography where the public key is not santkis used to encrypt
information. Decryption can only be performed using a privatedeigh is secretly kept. A
prominent example is the Rivest-Shamir-Adleman (RSA) [2] algorithm. Bp#stof encryption
methods are based on security by complexity and provide adequatéys&yummetric methods
are characterized by lower algorithmic complexity, whggnrametric methods are characterized
by lower key management complexity. To minimize complexity coald use a simpler
symmetric encryption method such as a stream cipher [3] couglegeviodic key establishing to
compensate for its weak encryption strength. To this end a metheecoifely establishing a
symmetric encryption key is needed. A prominent method used in pratice Diffie-Hellman
algorithm [4] which reintroduces high algorithmic complexity.

AES and the Diffie-Hellman algorithm involve the use of consigeranline computation
power, memory space and communication overhead. Therefore, these methldgrove
impractical in resource-constrained devices such as implantedahdeidces, compact mobile
devices and wireless enabled bio-sensors. The costs assodiftesgcuring a wireless link in

resource-constrained devices received considerable attention irsthegqee [5] for example. A



low-complexity alternative for establishing a symmetric leegtiractive provided that it is secure
from eavesdropping. Such an alternative would allow the use of loylerity symmetric

encryption coupled with frequent key establishment.

1.2 Literature Survey

In recent years there has been increased attention to thiewiseless physical layer security to
establish information theoretic security as a low cost aliem&t standard encryption methods
which are based on computational complexity such as AES. Previok®mwtire secrecy capacity
of wireless fading channels showed they have an intrinsic pragfezoncealing information from
an eavesdropper — see [6-12] for prominent examples. In addition,etagulie depicts many
attempts to practically use the secrecy-capacity to imgémformation theoretic security - see
[13-21] and references therein for examples. We focus our atteotimethods of symmetric key
generation based on reciprocal quantization of channel parameterasulhbse reported in
[15-21]. In [15] knowledge of the channel-phase is used to encryptwdidtesome arbitrary
guantization. In [16] reciprocal random fluctuations in the signal andglg are quantized to
generate keys. In [17] key generating is simulated for ulitelvand channels, while in [18-21]

the channel phase and/or amplitudes are directly quantized to generdtkesebits.

1.3 Novelty

In this contribution we propose two generic analysis approagpéisable to key establishment
methods which are based on reciprocal quantization of channel parsnidte first approach is

for assessing the impact of proximity attacks by a mobilsiyasavesdropper with possible
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Signal to Noise RatigSNR) advantage. The second approach is for evaluating achidwesble
establishing rates. For the scope of this work we consider Riadingf channels, a passive
eavesdropper, and no quantization errors. Note that quantizatios &mbkey establishing rates
are intimately tied, since failures to establish a keg tlu quantization errors means the
communicating parties must perform multiple attempts to estabiie key resulting in slower
establishing rates. It follows that the analysis results upaer bound on key establishment rates.
Our analysis makes use of the Rician channel model reported irtHgXational Institute of
Standards and Technolo@gMIST) random number generator test suite [23], a supportingdemm
we define and prove, and Clarke’s Rayleigh channel model in [24]. The model in [28]Iode
accuracy with regard to the random nature of the Rician fantbiwas successfully used in the
past to model Rician fading channels, and the NIST test suites|23pd extensively to evaluate
many cryptographic random number generators. We are unaware augratiempts to use the
NIST test suite to quantitatively evaluate the limits of geperating methods based on channel
randomness. As an example, we apply the generic approach to keyskstahti based on single
antenna reciprocal channel-phase quantization and use the oesediuate the applicability for

practical systems and standards.

1.4 Outline

Chapter 2 details the foundational concepts in cryptography anchiation theory required for
analysis. Chapter 3 presents analysis of proximity attacks andekeghing rates in a strong
multipath environment with no line-of-sight (based on Clarke’s Raglyléading model) and in

multipath with line-of-sight channels (based on the novel Pop-Bea@kgrjcian fading model).
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We consider the threbkdustrial-Scientific-Medical(ISM) frequency bands around 433MHz,

915MHz and 2.45GHz. Chapter 4 concludes the treatment and provide®difecfuture work.
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Chapter 2: Background

2.1 Theoretic Secrecy

Most secrecy systems today rely on practical securitydryg a large key; for example AES
uses a 128-bit key. For these systems, a brute force attaak bgvesdropper would require
exhaustive search throudght?® different possible keys. Even with today’s computational
resources, the search duration would exceed the systemédifdtiowever, these systems can
theoretically be compromised since the eavesdropper gains aumodf information from each
ciphertext sample available to him.

In 1946, Claude Shannon published a seminal paper [25] on secrecy sybiemaddresses

achieving theoretic secrecy in the presence of an eavesdmafipeunlimited resources. In a

K|
i=1’

keyspace& = {k;} a message spate = {m]-}'j’Z'l, and a cryptogram spage= {ek}lﬂl, the
function fx is a rule that assigns elementsMto elements of. For theoretic secrecy, the
probability ofe;, occurring must be the same as the probabilitg afccurring given that any;

occurred previously, d?m].(ek) = P(ey). Therefore, two conditions must be mé} > |[M| and
|K| = |[M|. If both of these are met, we may construct a mapfirbat ensureﬁmj(ek) =

P(e,). All plaintext messages are equiprobable and so the eavesdroppaeromglean any
information from any individual ciphertext, and therefore from unlimited cipkist

In most practical system&| < |[M| and soij(ek) #+ P(ey). In this case, by intercepting a
cryptogram the eavesdropper will obtain information about the prailyathistribution of the

messages. The unicity distance is defined in [25] as the numbeypbdgrams required by the
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eavesdropper to uniquely determine the message by using crypian#éy systems without

theoretic secrecy, the unicity distance is a finite number.

Alice < Bob

Ewve

........................................

Fig. 1 — Communication System with Eavesdropper

In Fig. 1, we apply the concept of theoretic secrecy to aelegis communication system. An
eavesdropper (Eve) is attempting to understand the communicationebetiae transmitter
(Alice) and the receiver (Bob). The channel formed betweereAlnd Bob is designatégd,;,
and the channel between Alice and Evi4s.. Since the communication is over-the-air, Eve is
able to receive the signal with her antenna. The secrecyigapa¢he Alice-Bob channel is
defined as the maximum quantity of information that may be tratezimover the channel with
theoretic secrecy. Previous work [9] has shown the secreagitapf the Alice-Bob channel to
be

_ CZ - Cl; CZ > Cl
Cs = {o; C, < Cy )

whereC,. designates the channel capacity in [bits/Sec] of Eve’s chandél,, represents the

channel capacity of Bob’s channel. For a Gaussian Identity [9] Channel, we have

¢ = log, (1 4 %) @)
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where% denotes the Signal-to-Noise Ratio (SNR) in wiiak signal power anN is noise power.

For a wireless channel, this relation is invalid because ahthigpath, bu(C is still proportional to
SNR. Assuming Eve has unlimited resources, she can design an optinbemmam@and have a
signal with extremely hig8NR, and therefor€g,. — . This would indicate that theoretic
secrecy is impossible with a powerful eavesdropper. Howevereltteon in (1) does not hold if
hgye andhg, are independent [21]. If the channels are independent, Eve’s unicapadisiill

remain at infinity even if she gains an arbitrarily large SNR advantage.

2.2 Random Number Generators

A True Random Number GeneratffRNG) is an information source whose instantaneous
outputs are selected from the states of an underlying random proB®$§Ss are often based on
observations of physical phenomena, for example the alpha emissiangdioactive decay
process, and measurements of atmospheric noise. Humans have maratiapplfor TRNGS,
including Monte-Carlo simulations of physical phenomena, random sanaptiogg a population,
generation of keys in cryptography, selecting lottery winreard even for creation of content in
the arts. However, harnessing physical processes is challemgingften does not provide the
demanded quantity of random data. Also, the concept of randomnessisrintuitive to the
human brain and thus cannot be synthesized by man. Therefore, humanthd@ughly
investigated and developed deterministic means of approxima®hg>§. These generators are
termedPseudo Random Number Generat®&NG). PRNGs produce a stream of numbers that
strive to emulate properties of randomness. Starting with aal mitmber seed, each next number

is generated by a deterministic transformation on the previous number.
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A simple example of a PRNG isLanear Feedback Shift RegistétFSR [26]). The LFSR of
ordern generates each n-bit number as a function of the previous numizediagcto the
exclusive or(XOR) gate connections between the registers. Dependingeomitial seed, the
LFSR progresses through different cycles of states. A LWBiRh produces a maximal length
sequence o™ — 1 is called an m-sequence generator. The XOR connections of-aaguance
generator correspond to a primitive polynomial.

Another simple PRNG is thkeinear CongruentialGenerator (LCG) [26], which generates
subsequent numbers as residues of the previous number weighted addghaftnstant value.
Its deterministic expression X5,,; = aX,, + ¢ (mod m), and it starts with a seé}. Even with
carefully chosen values fas, c, m, X, the sequence has a period of at nmost

PRNGs can also be complex, consisting of a series of cumbers@t@ministic
transformations. One example is the Mersenne-Twister algorj@#h which is currently
implemented in Matlab as the rand() function. The Mersenne-Twiglgorithm is a
computationally intensive PRNG which has a period*83” — 1.

In some cases, it is desirable to have pseudo-randomness rath@uteaandomness. For
example, inCode-Division-Multiple-Acces§CDMA) systems,PseudoNoise (PN) spreading

sequences are used for coding and decoding messages for an individual user.
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2.3 Random Number Generator Evaluators

Due to the high demand for random data, much research has been cooduictedtifying
previously untapped TRNGs and also on creating new PRNGs. Sin@nwcannot intuitively
judge randomness, a need has arisen for RNG assessors whichehcdetrmine where a
particular RNG stands on the spectrum between deterministraaddm. Humans do understand
properties of deterministic sequences, and so these assesstesigned to filter out RNGs that
generate sample sequences with deterministic propertipscally, the assessors consist of a
battery of tests, each of which detects a different type of iymigdeterminism or predictability.

One such RNG assessor is Hegional Institute of Standards and Technol@yJST) statistical
test suite [23].The NIST statistical test suite cons$tmultiple tests designed to evaluate the
effectiveness of a RNG which is specifically meant forinsyptographic applications. The suite
consists of 15 unique tests, each of which judges the randomnessobm@uing bitstream, and
returns one or more P-values. These values are typically abthynéransforming the input
sequence and observing some properties of it, and then perfornmingopared test to compare to
the expected properties of a truly random sequence. The cheddeat ensures that the sum of
probabilistically weighted squares of the differences between the observedgeanttdwalues is
less than a certain threshold. Statistically, the P-valuegsept the strength of the evidence
against the null hypothesis; which is that the sequence is nonrandomeadfoiP-value, the
sequence is statistically random with a significance levelib®, ., = a. However, a Type |
error can occur if a random sequence produces a P-value bel@mgrifecance level. Also, a

nonrandom sequence may occasionally produce a P-value which passes, which id Bffgpe
In order to reduce the effect of these statistical erroiSTSpecifies [23] that at Ieaéssequences

be tested. To determine whether a generator is indeed random, yaiheaaconduct a chi-square
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test on the produced P-values to assess their uniformity, or sitngyve whether the percentage
of passing P-values is above a specified threshold determined by

The NIST tests are not completely independent in terms @fsihects of non-randomness they
catch. They also don’t span the entire testing space, since ng lodittests could conclusively
prove that a sequence is random. Nonetheless, they are the inthirsleyd of RNG and PRNGs,

especially for those generators to be used in cryptographic applications.

Test Test Title

Number

1 Frequency

2 Block Frequency

3 Runs

4 Longest-run-of-ones in a block
5 Binary Matrix Rank

6 Discrete Fourier Transform

7 Non-overlapping Template Matching
8 Overlapping Template Matching
9 Maurer's "Universal Statistical"
10 Linear Complexity

11,12 Serial

13 Approximate Entropy

14, 15 Cumulative Sums

16-23 Random Excursions

24-41 Random Excursions Variant
Tab. 1 — NIST statistical tests

Tab. 1 shows a list of the tests available in the suite. Estis @esigned to filter out a different
kind of non-randomness. The Frequency test is the simplest one and can be usés hefid
applying any of the other tests. It detects whether the laistsn of zeros to ones is uniform
enough for randomness. The Block Frequency test assesses the unibtdrthig bits in local
blocks which are subsets of the bitstream. The Runs test detects abnormally tangdl streaks

of ones, and the Longest-run-of-ones-in-a-Block test is a lasalon of this test within blocks.
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The Spectral test rejects sequences that have repetitieengafThe Template Matching tests
detect whether the frequency of occurrence of a specified duiesee is atypical of that of a
random sequence. The Universal Statistical test determittessequence’s entropy is consistent
with its length, i.e. if the sequence cannot be compressed. The Linear Contpletxatgtermines
whether the length of the sequence’s generator linear feedbackegjgtier is too small. The
Serial test judges the uniformity of the distribution of overlapmuogsequences of a certain
length, and returns two P-values based on different sequence indicesparogimate Entropy
test employs a different method to test the same aspect wandomness as the Serial test. The
Cumulative Sums test detects whether there a certain valwernsepresented at the extremities
of the sequence. It returns a P-value for traversing througietheence forward and for traversing
backward. The Random Excursions test creates a random walk out efittece, and examines
the frequency of occurrence for each of 8 states, returnirgaduP for every state. The Random
Excursions Variant test creates multiple random walks and nesaigroccurrence rate of each of
18 states, also returning a P-value for every state.

NIST has a website [28] where one may download ANSI C implatientof the test suite. In
order to better understand the tests in the suite, we widtglab implementation of each test.
Several challenges were encountered in this pursuit. The bigg#shgkavas encountered with
the Linear Complexity test, which required coding a binary versiaimeBerlekamp-Massey
algorithm [29]. This algorithm detects the smallest sizeR.EBle to generate the given sequence.
Finding the minimal LFSR for a sequence requires on the orderluf operations [26], where
is the sequence length. The test required dividing the sequeteegtif at least = 10° into N
blocks ofM bits each, where= MN, 500 < M < 5000 andN > 200. The Berlekamp-Massey

algorithm would then be run on each block and a table of minimaRLWould be constructed,
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after which a chi-squared test would be conducted on the table. lgaogmprocessing associated

with the chi-squared test, this test requires quadratic compleitit a constant time@(M?) N

bit operations. In the best case, this correspond@(5®0%) = 2000 bit operations. On a
3GHz 32-bit architecture CPU with the maximud&B of Random Access Memory allocated to
Matlab, this test took an average of approximately 8 seconds to examutgared with a fraction

of a second required by each other test on average. Evaluating a RNG withicasigaifevel of

0.01 requires generatin00 sequences and running every test on each sequence. Therefore, the
additional delay incurred by the Linear Complexity test drallyi increased the time of a large
amount of simulations.

In order to test the correctness of the Matlab implementatienswbjected random and
deterministic sequences to the newly implemented tests. Faartdlem sequence we used data
from the Random.org [30] TRNG, which is based on atmospheric noisaefyested data in
blocks of10* bits until accumulating enough for a sequence of leh@th For the deterministic
data we used a LFSR of length 27 with gate connections correspondihg polynomial
1+ x17 + x%%2 + x23 + x?7 to generate a sequence of length— 1. We usedl 08 bits of this
data to form100 sequences of lengttD®. The Matlab implementation passed the sequence

harvested from Random.org, and it failed the sequences generated by the LFSR.
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Chapter 3: Analysis

3.1 Opening Remarks

We consider the scenario depicted in Fig. 1, where two communicatimesgatice and Bob)
are establishing a key using reciprocal quantization of some chasmagheter by alternating the
roles of transmitter and receiver. The eavesdropper (Eve) peréopmoximity attack in attempt to
decipher the key by approaching Bob or Alice during key estabdishr@®ther than approaching
one of the communicating parties, the eavesdropper is passive. Weecdhsi distance of the
eavesdropper from the current receiver, who is attempting to establish a key.

We assume that some efficient method is used by both legiticommunicating parties to
accurately estimate a channel parameter. Following the assamphade in [12-21], we too
assume that the channel is reciprocal for sufficient time thaththe transmitter and receiver
estimate the same value. The channel estimate is quantizeahvatbitrary quantization depth to
generate encryption key bits. The process is periodically texpea generate the necessary
amount of secret bits to form the encryption key. For the sake of analysis, weec@&agh bit of
the quantization separately as if the key is generated lbynatating a single bit per quantized
estimate.

We assume that the reciprocal key generating method beingsude=igned such that maximal
key entropy is achieved, i.e., all possible keys are equally profafjleThis means that the
probability for any generated key bit to be zero or one is #mees This could translate to
performing non-uniform quantization depending onRhabability Density FunctioiPDF) of the
parameter being quantized. In addition, note that since the eavesdangdpeceiver are in close

proximity their fading channel statistics are expected tthbesame. We regard the quantized
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channel parameter estimate at the receiver as a binamyr \acB secret key bits denoted by
k" = [k], Kk}, ..., kE].

Since we require perfect secrecy during key establisharahtkey establishing rates which
remain secure, we decouple analysis of proximity attacks anastaplishing rates. In what
follows, we assume a secure key establishing rate is usedpsHerming analysis of proximity
attacks, and that sufficient space separation between receiveaastropper is in place when

performing analysis of key establishing rates.

3.1.1 Proximity Attacks

In most reported work on symmetric key generation, it wasraed that the eavesdropper is
sufficiently distanced from the intended receiver so that the chiianetransmitter to receiver is
independent of the channel from transmitter to eavesdropper [13-20]. tiglerssumption,
channel estimates at the receiver are unique and the eavesdsdppeked access to them due to
space selectivity of the wireless channel, resulting in iedéent channels and therefore perfect
secrecy for key establishment. In a real world scenarieaaasdropper can make an attempt to
near the intended receiver and compromise the basic assumption of indépemaenel
estimates. In other words, the eavesdropper can perf@moxanity attackto reduce the space
selectivity of the wireless channel. As a result the eavesdregpdd be able to gain knowledge
of the channel estimates at the receiver based on its own clesatingltes and thereby deduce the
key being established with some certainty. In an extremesodhe eavesdropper could attach its
antenna to that of the receiver so that they would experiencartteechannel with the transmitter.
This implies that an effective proximity attack would hinder amngctical method based on
channel randomness. The question is: what is the minimal requireshagisbf an intended

receiver from a potential eavesdropper to securely establisketlffe An analysis of security
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strength in the face of proximity attacks is crucial foaleating the efficacy of encryption
methods based on channel randomness and for promoting their possiblenaecaptaternatives
to traditional methods.

There is limited reported work on the vulnerability of pradtisymmetric key generation
methods using channel randomness in the presence of a proximiky &ttaenost relevant work
to date was recently reported in [21], where a measuremepaa@mwas conducted to evaluate
the limits of key establishment based on reciprocal quantizatidaltiple-Input-Multiple-Output
(MIMO) channels in the presence of a passive eavesdropper. inf@bhation theoretic analysis
is used to find the percent of vulnerable secret bits out of tHentatéber of generated bits as a
function of the distance between eavesdropper and receiver. Thertifen SNR of the channels
to eavesdropper and receiver, the number of multipath components, presences oigiteantls
number of antenna being used are considered as system paramdtefieat the ratio of
vulnerable secret bits.

In this contribution we present a generic approach to evaluate the effectiafifyrattacks on
any practical method which makes use of reciprocal quantizati@hasfnel parameters. Our
generic approach evaluates the minimum required distancedreteeeiver (either one on the
communicating parties) and eavesdropper for such methods to rescane,sregardless of a
possible SNR advantage of the eavesdropper and the number of antennasdxtififpe analysis
results in a threshold on the required separation between eavesdinggbe communicating
parties to achieve perfect secrecy for key establishmeatfasction of the Rician factor and
guantization depth. Such absolute thresholds are useful for pracstainsywhere the channel
environment changes dynamically resulting in variable and unknown &NBntage for the

eavesdropper or when the number of antennas at the eavesdropper is unknown.
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3.1.2 Key Establishing Rates

Key establishment rates received considerable attention in #teg§2a1l]. In general, the
achievable key refreshing rates depend on channel decorrelatioe iriftkey refreshing rates are
too fast, the channel doesn’t decorrelate sufficiently to enbatesticcessive channel estimates
and subsequent generated secret bits are uncorrelated. The sifethgttkey is diminished if
successive secret bits are correlated. Past reported workienaate key refreshing rates applied
an information-theoretic approach based on the secrecy capacityg thss approach, the
achievable key rates largely depend on channel conditions. For examplesingle antennas
system if the capacity of the channel from transmitterateesdropper is higher than that from
transmitter to receiver, the secrecy capacity is zero and seguestibdlishment is not possible.
In this contribution we present a generic approach to evaluate acki&egidstablishing rates of
practical methods making use of reciprocal quantization of chgraralmeters. We treat the
sequence of generated secret bits as the outpiRafidom Number GeneratRNG). Assuming
the eavesdropper is sufficiently far from the communicatingjgsato render a proximity attack
ineffective, we are left with the need to validate the output o€bannel-based RNG. To this end
we use the NIST statistical test suite [23] in its etyiras was previously done for other novel

RNGs.

3.2 Analysis of Key Establishing Rates in Rayléaging

We use Clarke’s Rayleigh fading model, assuming the chanmariewband with infinite
scattering [24]. The received signal can be decomposed into inquids@iadrature components,

which are on different dimensions and are therefore independent.
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N(t)

n© = ) an(®) cos(9a(0)) 3
n=1
N(b)

)= ) —ay(®)sin(9,(0)) @)
n=1

r(t) = ae/?® = 1(6) + jr(0) )

The autocorrelation function in time of the components is [24]
Az (7) = Azs(x) = BJo2rfpT) (6)

6 =1fp (7)
whereZ,. andZ, respectively indicate the in-phase and quadrature components otéeede
signal,P. denotes the received power, dgpdndicates the zero-order Bessel Function of the first
kind.

After sampling the components in (3) and (4) with pefigdhe goal is to obtain the vector of

N . , . . .
channel parameter samp{é@R}i:l. To this end, we define the following covariance matrix of the

jointly normal elements in the quadrature component:

[012 P21 - PN1]
C= |p12 022 - Pn2 | (8)
L)1N P2n .. UI\ZJJ
Vi #J, of = af = Bandp;j = pj; = Ape(t = |i — j|T5) €©))

Since both components are drawn from this distribution, we may utei@ependently generate
samples of. andZ;. We may then extract a channel parameter by applying adartctthese
components. In the case studied in this work, we would extract thee pdvad perform

guantization. This would verify the results of using the Rician modé fer0.
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3.3 Analysis of Proximity Attacks in Rayleigh fapin

In order to incorporate decorrelation across distance, we invoke @ass equivalent model for

the correlation between two antennas in a diversity system [18]

2md
pa = Aze(d) = Azs(@d) = Jo () (10)
si=2=% (11)
1T,

This model assumes no correlation in time, so welset1sec to eliminate correlation of
samples in time. This is justified for a case when the deweg#dong enough for the channel to

de-correlate before estimating the next key bit. This leads to

012 Pr]O(ZT[fDT) Pr]O(ZT[fD(N - 1)7)
c=| Bh@rfD of = BLQRHW =D <1y (12)
PJo2ufp(N —1)1) BJoQCrfp(N —2)1) . ON

assuming®. = {o?}, = 1. We define the following vectors of component samples, in which

samples of the received components and samples of the eavesdropper componentatae: gener
[{zc 3L} | {2 THia)] (13)
[z, Hiad | (2 DY 149

We form the new covariance matrix

Inxn deNxN]
C" = ) 15
Palnxn Inxn (15)

Due to space-time independence, (15) generates random variables in the forhaofl ((U3}).
Once again, after obtainirfg, Zg, 28, ZS we may apply a given function 1@, Zg and toZ¢, Zg
to obtain a channel parameter. If the parameter is phase, we could comparegalthérom the

Rician case wher& = 0.



26

3.4 Analysis of Proximity Attacks in Rician fading

We use the time-based model given in [22] to describe the gacyiannel in space. This is
justified due to the channel duality between space and time [23Li9é&/¢éhe following variable

translation between space and time:

== fot (16)
whereA is the wavelength associated with the frequency of operfiathe maximal Doppler
shift andw, = 2nf,. This equivalency is also evident in [24] for the Rayleigh fadicgnario.
Further discussion on space-time duality in wireless channels is given in [31].

Using the model in [22] and we form the space-based model:

2.(d) = \%Zﬁzl cos (? cos(an)) + ¢,) + VK cos (? cos(6,) + ¢o) an
vi+ K
2.0 = Wi N_ sin (? cos(an) + ¢p) + VK sin (? cos(6,) + ¢0) (18

Vv1i+K

whereZ.(d) andZ,(d) represent the in-phase and quadrature components respectively at the
eavesdropperd is distance in meterg is the Rician Factory is the number of multipath
componentsf, is the angle-of-arrival of thieine of Sigh{LoS) componentp,, is the initial phase
of the LoS componen{g, } are the initial phases of the scattered component§aahdre the
angles-of-arrival of the scattered components. Note that thelnmo(E7) and (18) allows for
evaluating the correlation between any two points in space. § higeful for modeling single as
well as multiple antenna scenarios.

The quantized channel parameter estimate at the eavesdroppenisd by the vectd&® =
ks, k5, ..., kg]. If k¢ andk™are independent the eavesdropper would not be able to déduce

We define the following binary random variable:
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Ae = kI @ k? (19)
where® is the modul@ sum operation (exclusive or) ahé chosen out df, ... B to reflect a

specific bit in the quantized binary vector.

3.4.1 Supporting Lemma for ensuring independent eavesdropper channels

Let X andY be discrete binary random variables each uniformly distributed adddet @ Y.
XandY are independent if and only4fis uniformly distributed.
Proof:

Uniformity of X andY means that their PDFs are given by

1 1
fX(x) = 55)6 + =081

2
1 1
fY(y) 2553/ +§5y—1 (20)
It follows that
1
fx(0) = fx(1) = fy,(0) = fy(1) = 3 (21)

Z is 0 only if X andY have the same value. Using the joint PDK @indY fy y (x, y) gives
f2(0) = fxy(1,1) + fxv(0,0) (22)
f2(1) = fxy(0,1) + fxy(1,0) (23)

Using marginalization and the discrete natureXodndY to derive fy(x) and f, (y) from

fxy(x,y) we have

fe(0) = ] fur Gy dy = fry (6 1) + fiy (2, 0) 24)

f ) = f Fer (6 ) dx = fiey(Ly) + fr (0,9) 25)
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7= e(D) = iy (L1 + fiy(10) (26)
2= Fr(D) = iy (LD + fiy (01 (27)
7= £x(0) = iy (01) + fiy (0.0 (28)
7= Fr(0) = iy (10) + fiy (0.0 (29)

Equating (26) with (27) and (28) with (29) respectively results in the following syries
fxy(0,0) = fxy(1,1) (30)
fxy(1,0) = fxy(0,1) (31)

Using (30) in (22) and (31) in (23) gives
f2(0) = 2fxy(1,1) = 2fx,,(0,0) (32)
fz(1) = 2fxy(0,1) = 2fxy(1,0) (33)

Casel. Assuming uniformity oZ means that

1
fz(1) = fz(0) = 7 (34)

Using (34) in (22) and (23) gives

1
fX,Y(Oil) = fX,Y(]-;O) = fX,Y(O'O) = fX,Y(]-;l) = Z (35)

It follows thatfy y (x, y) is given by

1 1 1 1
fX,Y(x; y) = Z5x5y + Zax5y—1 + Zax—lay + Zax—lay—l

11 11
= (E 5, + 55,6_1) (E 5, + an_l) (36)
Using (20) in (36) gives

fX,Y(x: ) =fx)f») (37)
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soX andY are independent.

Casell. Assuming independence betweeandY means that

fxy (6 y) = fx (O fr () (38)
Using (20) in (38) gives
1 1 1 1
Frr (o) = (580 +58c1) (30, + 58, (39)

1 1 1 1
= 15,(53, + Z5x5y_1 + Z(Sx_l(sy + Z(Sx_lfsy_l

which is equivalent to

1
fX,Y(Oxl) = fX,Y(l;O) = fX,Y(OJO) = fx,y(l’l) = Z (40)

Using (40) in (22) and (23) results in

F20) = () =5 (41)

soZ is uniformly distributed.
u

The quantized bits are binary random variables, each uniformlybdistd. It follows from
Lemma 1that if Ae is uniform,k] andk; are independent and the eavesdropper can gain no
knowledge on the established key bit by observing its own channel estimates.

In order to test uniformity afie, we invoke the NIST statistical test suite [23]. Using thenobh
model, we generate a bitstream of a single bit positidre ddr a given distance, and then apply
the NIST frequency monobit test to the bitstream. The frequemmyobit test assesses the
uniformity of a binary random variable. If the proportion pass-rateceds the threshold

determined by the sequence length, the bit positide a$ considered to be uniformly distributed.
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It follows that the eavesdropper’s key observations are independaose of the receiver and the
eavesdropper can gain no knowledge of the generated key. This nadhe #pace selectivity of
the wireless channel determined by the distance between egy@sdand receiver is sufficient to

securely generate an encryption key by quantizing the channel estimates

3.5 Analysis of Key Establishing Rates in Riciatirfg

Consecutive samples of a single bit from the quantized channelgiarasomprise a random bit
sequence which is the secret key. We apply the entire Ni§Tstte from Tab. 1 to the bit
sequence per quantization bit as if it originated from a RNG.

In order to formulate a testing strategy, we observe the champdlase and quadrature
autocorrelation functions in the time-based Rician fading channel mg@]in

Jo(wqT) + Kcos(wgtcos (6,)
2+ 2K

RZCZC(T) = Rz z, () = (42)

Where], is the first kind Bessel function of the zeroth order. We ple$é¢ functions as a function

time normalized to the Doppler shift akde [0, 1, 3,5,10] in Fig. 2.



31

In-phase and Quadrature decorrelation in time [RZch]

| | |
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Normalized time [t fD]

Fig. 2 —Rician channel correlation in time

The randomness of the phase for a particular sampling periodaiedeio the component
autocorrelation value at that time. We observe that samplingexbacrossings in Fig. 2 would
produce a channel estimate which it completely uncorrelated@threvious channel estimate.

In an ideal world, we would sample at this zero-crossing dmewaean extremely high key refresh
rate. However, sampling precisely at the zero-crossing wouldreemupractical precision. For
example, a Doppler shift of 10z would produce a period in the phase decorrelation function
of10ms.We assume the worst case of sampling on a peak or trough. Thaigddicular Rician
channel, we must extract and test the sequence of sampling pEnoeisponding to the extrema

of the autocorrelation functions. For each sampling period a sequérspeantized channel
estimates is generated usiBgits per estimate. The quantized estimates are partitioned into

separate sequences of random bits each corresponding to a spgatifim the
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quantizatiork], k%, ..., kg]. Each such sequence is evaluated using the entire NIST chhtissit
suite. The smallest extrema which passes all NIST testeismallest secure sampling period,
since a small sampling offset would not increase the correlatimss samples. The inverse of this
sampling period is the maximum secret bit generating rate of a specifitzguibit position and

is denoted®,, .

3.6 Carrier-phase Quantization

We now apply the two generic approaches to key establishing based on reciprocahtaotiz
the channel-phase. We assume that an accurate estimation mettsad iby both parties to
accurately estimate the fading channel phase, using sigonalg ack and forth in rapid
succession [13-21]. The phase estimate is quantized to generggiendey bits. The process is

periodically repeated to generate the necessary amount of secret bits thef@maeryption key.

Given a sampled channel phase < 6z (nT) < m, we shift and scale to

B Or(nT) + 1

Oxln] =~ (43)

and uniformly quantize these phases iBtoits per phase,

Q — leR,[n] * ZBJ

O 25 (44)

3.6.1 Proximity Attacks using Carrier-Phase Quantization

The phase at the eavesdropper and receiver is given respectively by

6, = tan~! <ZS(d)> (45)

and
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(46).

0, = tan! (ZS(dO)>

Z.(do)
In order to generate the phase of a Rician fading channel, skgdinerate the received in-phase
and quadrature components. Loosely stated, if the sign afidZ,. are considered, full phase
mapping is obtained artj, 0, € [—m, w). The phases are uniformly quantized to obkfiandk”,
whereB = 6 bits.

Without loss of generality we assume the eavesdropper arnvkresme at a distance dfandd,,
respectively from some reference point placed on a straightgbimey through receiver and
eavesdropper positions, and that the receiver is at the referemoenp@l = 0). For distances
d andd,, we usedV = 8 multipath components, which was shown in [22] to be a sufficient

number of components to model the channel. The frequency monobit tesésequnitstream
length of at least00, and a significance level af= 0.01 requires}l = 100 bitstreams. We

generatedl0® phases, which we then quantizedBte= 6 bits. We formedie and generated
1000 bitstreams of sequence lendth0 for each of theé bit-positions, which were then input into
the NIST frequency monobit test.

For generality we normalize the distant®y the carrier wavelength. We considered a
normalized distance df < % < 1, assuming the eavesdropper is always able to be within a

wavelength of the receiver. We found the largest distance inrdhige for which the NIST
monobit test failed. The distance up to the failing distance isnthenal required distance to
securely generate the key and is noigg;,. If a distance ofl = A failed the NIST test, we
declare key generation as a failure.

The aforementioned strategy was executed on each of the 6zedabitt-positions with

K € [0,10]. Fig. 3 shows the results. For brevity we omit failed atter{yts,, > 1) from the



34

graph. It is apparent that &sincreasesg,,,;, increases as well. This is because a higheesults

in less multipath and hence less randomness of the channel. Weedbse deeper quantization

bits help increasel,,;,. This is because deeper quantization bits are sensitive tieisof@annel
variations across space. As long as the quantization noise tiabtelethe loss of channel
randomness due to hidhcan be compensated by using a deeper quantization bit. Note the
discrete levels of,,,;, for varyingK.This is a manifestation of the hard-decision threshold output
of the NIST frequency monobit test and is useful for determiniray céguirements fad,,,;,, as a

function of K.
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Fig. 3— Minimum required distance as function of Rician factor for various quaoizats

The results in Fig. 3 help determine how far a receiver bmugom the eavesdropper to foil a

proximity attack in practical systems. For example, transamss the ISM band2.45GHz,
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915MHz and 434MHz correspond to a wavelength dR2.2cm , 32.7cm and 69.1cm
respectively. The thirdMost Significant Bit(MSB#3) of the phase quantization can be used
forK < 1if the receiver is at leagt5cm, 6.6cm and13.8cm away from the eavesdropper for
2.45GHz, 915MHz and434MHz respectively.If MSB#4 is used the same distances ensure
security forK < 6. If MSB#4is used in 245GHz IEEE 802.15.4 system and the channel is
known to be Rician fading witlk < 8 a distance of at lea8t5cm between receiver and
eavesdropper is required. These distances seem reasonable fopraetical systems. For
guantization depth higher than five bits the required distance is Aé&l®mwhich corresponds to a
minimal distance ofl.2cm , 3.3cm and 6.9cm for 2.45GHz , 915MHz and 434MHz

respectively.

3.6.2 Key Establishing Rates using Carrier-Phase Quantization

The channel-phase using the time model in [22] is given by

Or(nT) = tan™? <ZS(nT)>; n=12 ..,z (47)
Z:(nT)

We observe that (47) generates a sequence of consecutive phasghof. [é/e generaten total
number of sequences of lengthWe scale and quantize these phases according to (45) and (46).
After quantizing, we have a matrix of bits of simeby z by B. We select a bit positiolh < B and
reshape the data inta bitstreams of length.

We ran Monte Carlo analysis over a sweep of phase sanpgliiagl 7, . We took a quantization
depth ofB = 8 bits since that is a conservative estimate of comAralog to Digital Converter
(ADC) depths. We set the number of multipaths equal to 8 as was done previously in [22].

We set the bit positions o€ [3, 4, 5, 6,7,8] and the Rician factors #© € [0, 1, 3,5, 10]. We then

applied the NIST test suite with sequence lergth10° so that we could execute all the tests. We
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used a significance level = 0.01, requiringm=i= 100 sequences. Tab. 2 shows the

parameters used for the tests.

Test Parameter Value
Block Frequency block size 100000
# blocks 10
Longest Run of Ones block size 10000
# blocks 75
Binary Matrix Rank # matrix rows 32
# matrix cols 32
# blocks 8
Non-overlapping Template Matchintlock size 125000
template size 9
Template 000000001
Overlapping Template Matching template size 9
Template 000000001
Maurer's "Universal Statistical” | -21ock length 7
# blocks 1280
Linear Complexity block length 1000
degrees of freedom 7
Serial block length 3
Approximate Entropy block length 2
Random Excursions States {-4..-1{1..4}
Random Excursions Variant States {-9..-141..9}

Tab. 2 — Parameters for NIST tests

We determinedr,, = 1/T, which simultaneously meets the randomness threshold for every

test, across the aforementioned spadgob). For generality, time is normalized by the Doppler

shift. Fig. 4 shows the results.
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Mormalized Key Refreshing Rate [Rb _— f fD]

Cluantization Bit

Fig. 4 — Maximum key refreshing rates as a function of queshtit position foK = [0,1,3,5,10].

We note thaR,, _ varies inversely witlk, since a highek increases the ratio between LoS and
scattered power resulting in reduced randomness. We also obserRg thaicreases with a
higherb, since a deeper quantization bit is more sensitive to smakiearof the channel over
time.

The results in Fig. 4 are useful for determining achievableek&gblishing rates in practical
systems. For example, consider a stationary scenario with naA£eS0), where changing

environment corresponds to a low Doppler shiffp& 5Hz. In such a scenario, one may attain

the following key refresh rateksx 1072 B 4 5= 0.2% usingMSB #6 and5 x 1071 % *5 =

sec

2.5% using MSB #7 . This means that it would tak¥0sec to establish &4 bit key
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usingonlyMSB #6, and25.6sec to establish the same key using aulyB #7 .As another
example, consider a mobile vehicular environment correspondifig £0100Hz with a LoS
component corresponding 0= 10. In such a scenario, using onSB #7 to establish a 128

bit key would requird0~* * 100 * 128 = 1.28sec.
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Chapter 4: Conclusion

4.1 Closing Remarks

Symmetric key establishment using reciprocal quantizatiathahnel parameters in wireless
Rician fading channels was considered. Two aspects were addtlessegh generic analysis:
impact of a proximity attack by a passive yet mobile eavesdropith possible SNR advantage
and achievable key establishing rates. Analysis made rigorow$ theeNIST statistical test suite
applied to the channel quantization bits as the outputs of a random rgenkeator. The analysis
was applied to channel-phase quantization and performance in @ragsitems was considered as
a special case.

For proximity attacks, the NIST frequency monobit test wad urseonjuncture with a lemma
that was defined and proved. The minimal required distance fromathesdropper in order to
maintain perfect secrecy during key establishment was evalamtetlinction of the Rician factor
and quantization depth. The analysis proved useful for determining theecedistance from the
eavesdropper to securely establish the key. For example, in theal&i2.45GHz,915MHz and
434MHzperfect secrecy is achieved for environments with a Riciamrfadtk < 8 by using
MSB #5 with a minimum receiver-eavesdropper distance 6&fcm,3.3cm, and 1.2cm
respectively.

For key establishing rates, we assumed that a proximitykatsamot possible, i.e., the
eavesdropper is sufficiently far from the legitimate partieee maximal achievable key
establishment rates were evaluated by treating a given quantibdtiof the channel phase as a
cryptographic RNG and applying the complete NIST statistichldgite to its output bitstream.

The analysis proved useful for evaluating achievable key refigesaias in practical scenarios.
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For example, when usingSB #7 in a Doppler shift ob Hz and no LoS between transmitter and
receiver, a 64 bit key can be establishe®5ms. Alternatively, in a vehicular scenario where the

Doppler shift ist00Hz and the Rician factor 80, a 128 bit key is established ih28sec.

4.2 Improvements and Future Work

The entropy inherent in a wireless channel is present in atihdwenel parameters. Therefore,
the channel phase is only one possible keying variable. The ofassing the phase was
particularly convenient since its uniform distribution allowed unifguantization. Any function
on the channel parameters should be considered as a key generatxarfpte, the channel

amplitude of the Rician channel may be used. This amplitude has Rice distribution

2(K + Dx  _g_&+0x? K(K+1
QQK Pp ]O 2x (—) (4_8)

fX(x) = P, P,

whereP;, represents the LoS powdr,s the ratio of LoS to scattered power, gnd the zero
order Bessel function of the first kind.

If using a quantization of this amplitude as a key generator, audweed to adjust the
sampling such that the regions in a sampled Rice amplitude dismibvuld have equal area. In

order to determine where to sample, we must solve this equatifr Jidf

Xres

fmx)dx = f frdr == [ fdx (49)

Xres—1
whereres represents the degree of granularity of the sampling-afid; represent the sampling

indices.
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The results in this work have been generated with practical iftténur hope for the system
analyst to use these results as a guideline for preventing pipaitacks while using the channel
phase to generate keys for a symmetric cipher. Even if timmehlaas properties outside the range
of those tested here, one may still use the trends we haveeduti Fig. 3 and Fig. 4. We have
explained the general trends encountered when varying the envirgrquantization bit, and
frequency.

Many improvements could be made to the work here, especialfhdse with theoretical
interest. One could perform additional simulations for more I18duencies, a deeper level of
guantization bits, and a wider and higher resolution sweep of R{ciaues. Future work could
also be in the form of gathering more accurate channel smtistough a real world measurement

campaign or through instrumentation which simulates a wireless channel.
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