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Abstract

lon cutting achieved by the implantation of hydrogen or the co-mgtian of hydrogen
and helium is among the most common methods for the formation of Salrcémsulator (SOI)
structures used in the semiconductor industry. In this method, hydsoigeplanted into silicon
at a high fluence and is heated in order to induce an exfoliation. el@ring this exfoliation
event, a silicon wafer is cleaved along the depth at whicimd@geemum damage concentration
occurs, and the cleaved material bonds chemically to any undgryaterial being used as a
handle substrate. The ion implantation process induces a var@gyect species which evolve
as they are annealed at varying temperatures and timefewtidaracteristics of these defects
and the reactions which dominate their formation are critazdofv temperature substrates such
as LCD glass.

This study observes the annealing characteristics of ayafistructural and electronic
defects induced by ion implantation, including hydrogen decorated monaiesand hydrogen
decorated interstitials. The states arising from these dedqgpaint defects were analyzed using
Multiple Internal Transmission Infrared Spectroscopy (MIT-I&)d Deep Level Transient
Spectroscopy (DLTS). A method for observing implant-related defeecta MOS Capacitor
using a DLTS measurement was developed. A new method fortexdréte activation energy
and the capture cross section of states observed with DLTS thiteeiglse of the Full Width at
“N™ Maximum was also developed. MIT-IR spectra resulting from oplantation were
analyzed using a novel method to extract the activation energyioreaelocity and order of a
solid state reaction, termed Kinetic Differential Analysis.

Analysis using the methods described above allowed for thefidettin of five trap
energy levels associated with hydrogen ion implantation which teatatively assigned to \{H
(.15eV) VH; (~.54eV) and IK (.16eV and .19eV) defects. Kinetic Differential Analysis of MIT-
IR spectra has identified reaction pathways associated wigh “decay” of decorated
monovacancy defects These chemical reactions have kinettoneaoders of approximately
1.5, indicating a secondary reaction which contributes to the decexlbsis some general
interaction between reactants during the decay process.
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Chapter 1: Introduction

1.1: Motivation
The continuing drive for high performance Complementary Metal CSilimon (CMOS)

Transistors has driven material constraints for Silicon substratine requirement of Silicon on
Insulator (SOI) structures. These structures consist ohdaper of Silicon on top of a much
larger insulating substrate. This substrate may be an insutatistal, as is the case in Silicon
on Sapphire materials, where Silicon is grown epitaxially on db@m Sapphire substrate.
Alternatively, the substrate may be formed from a Silicon mifat is oxidized to form a thin
insulating layer [1]. A third option which is far less preval#mn the use of an oxidized
substrate is the use of an amorphous insulating material suclasss grhis last option is
particularly useful for electronics applications where a ikadbt transparent substrate is

required, as is the case for display electronics.

In the case of structure formation on an oxidized crystal @naorphous substrate, the
method for joining the semiconducting layer to the insulating subssratdoonding technique.
Typically, this is accomplished by joining a Silicon wafer to thgulating substrate at room
temperature. Van Der Waal's forces generate a weak bond wibics the two substrates
together prior to a thermal treatment. This thermal treatmneoices much stronger chemical
bonding between the insulator (which is typically §i@nd the silicon substrate. This bonding
technique results in a thick semiconductor substrate bonded to a thickimgslubstrate which,

alone, is not an improvement over conventional bulk semiconductors.

The semiconductor layer must be thinned down. A thin layer m&yrimed by lapping

and chemical etching of the thick semiconductor layer until theedk#hickness is achieved.
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Another commonly favored technique is the use of an etch-back, Wieesermiconducting layer
is exposed to an RF plasma and a deep reactive ion etch is periamtighe desired thickness
is achieved. Both lapping and etch-back techniques are ineffié¢ best, because they
effectively waste an entire wafer to form an SOI substraibey are also inherently slow
processes because of the time required to etch through or polish amples which may be a

half-millimeter thick or more, as is typically the case for siliconessf

Another option which has gained popularity recently is an lon-Cutgognique [1].
Prior to bonding, the semiconductor substrate goes through an lon Implastaionvhere
Hydrogen or a combination of Hydrogen and Helium is implanted @@émiconductor. This
gives rise to primary implant-related defects such asirgelfstitials and vacancies as well as
some hydrogen-defect complexes. Following this ion implantatigm $he normal bonding
procedure is followed, but the temperature is raised after the lgopdiness is complete. When
exposed to higher temperatures, hydrogen-defect complexesawllagnd agglomerate, forming
a series of hydrogen-terminated dislocation loops and stackints,faalled blisters. As
annealing progresses, hydrogen and helium will coalesce atltlwse sites and the rising gas
pressure due to higher concentrations within the blisters as sveflimg temperature will cause
a fracture event which will cleave the wafer. The depthtath fracture and cleaving occurs is
the depth into the implanted semiconductor sample where the numbercals rand

corresponding number of induced vacancies are maximized [1].



1: H,* lon Implantation
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Figure 1: The Hydrogen lon Cutting Technique — Hym or Hydrogen-Helium is injected into the semdctor
via ion implantation (1). The semiconductor isggld on an insulating substrate, implanted side d@yn The
semiconductor substrate is annealed at elevategetatures, inducing chemical bonding of the sendoctor to
the insulator and exfoliating the implanted lay&. (

In all SOI techniques that utilize bonding for sample formatioritecal factor which
constrains the effective temperature ceiling for processieg séimple formation is the thermal
expansion coefficient mismatch between the various thin film dagethe sample. In the case
of SOI where silicon is bonded to an oxidized wafer, this is nagrafisiant concern. The thin

oxide intermediary between the two silicon layers cannot generough stress to induce de-



lamination of the semiconductor film. Thus, lapped, RIE and lon-Cut c®€ated on an
oxidized silicon substrate can typically be annealed up to terapesatypical for bulk
semiconductor processing. In the case of a sample formed thieesabstrate is an amorphous
material, this mismatch of the thermal expansion coefficient can leadamdeation at elevated

temperatures, so the ceiling for processing temperature is much lower [1].

Because of the reduced tolerance for high temperatures, sdonphesl by lon-Cutting
on an amorphous substrate may not be annealed so as to completelgtelatt defects within
the sample. Many of the point defects and hydrogen-defect cosspfexmed during the
exfoliation event may remain present within the sample creatdafter a thermal treatment at
the available (albeit low) maximum temperature [2]. Thesectefead to degraded device
performance primarily through recombination effects. Spedyicttie defects formed during
implantation which react and form secondary defects after angealit as centers for Shockley
Read Hall (SRH) Recombination events [3]. Depending upon theothastics of the trap
generated, these centers may act as pseudo-dopants, which tiaallgraffect the resistivity of
the thin film silicon layer or may, alternatively, act asurges of leakage at metallurgical
junctions. This second situation results in an increase in thstabé current of devices
fabricated on SOI structures, forcing circuit designers to wankral higher power consumption
on-substrate as well as possibly design far more complex tsirtmiaccount for the poor

switching quality of their devices.

If commercial products formed from lon-Cut processes with amorphsutators are to
be inexpensive and ultimately successful, it is imperative tieatdefects caused by lon-Cut
processes be identified and controlled. To this end, this thesiseell to identify electrical

defects caused by the lon-Cut process, correlate thesesdeidittassociated abnormalities in
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crystal structure and propose a means for understanding themeaihat contribute to the
formation and dissolution of these defects during the annealing pro¢éss thesis will make
use of Deep Level Transient Spectroscopy, a technique developed/bidng in 1974 [4] as

well as Multiple Internal Transmission Infrared (MIT-IR) Speatasy [5].

If the effects of structural defects associated with ion rayittechniques are to be
correlated with electronic trapping effects, several othdmieal issues must be worked out in
advance. Firstly, an effective method must be found which cate telannealing dynamics of
structural defects to the corresponding annealing dynamiggcfonic defects in order to make
positive correlations between the two. To this end, finding aatabke method of forming a
sample which can generate a DLTS signal with minimal noieétise utmost importance. This
method must allow for the sample to be implanted with hydrogen ramebked for only “low”
temperatures in the range of 300°C to 600°C or, preferably, not annealed Bhe method of

formation explored in this text will be a Metal-Insulator-Semiconductor (MCspacitor.

Additionally, a method for analysis of DLTS signals past thecaipmethodology
associated with DLTS is required in order to extract the whatst from all measurements. This
new method of analysis will likely require the definition of a tle¢ioal function representing a
DLTS signal and many of the non-idealities encountered when mgdelDLTS peak with a
simplistic model. This new method may also require new erapaitalysis methods in order to

analyze DLTS spectra in a more efficient, accurate fashion.



1.2: Shockley Read Hall (SRH) Recombination

Shockley Read Hall (SRH) Recombination is a four-pathway kipeticess for charge
trapping due to recombination centers existing in a semiconductorTeése recombination
centers are caused by imperfections within the semiconductdalcrsisch as those caused by
lon Implantation. Unlike direct methods of recombination, where elebiotn pairs are
eliminated, producing a photon of energy equal to the combined energy lib&t two carriers,
SRH Recombination is an indirect process. Electrons and Holes be®rmy means of
momentum loss in an inelastic collision at a trap center. Thegyerdissipated in this
recombination event may be given off as a lattice vibration, or phononh whopagates from

the trap through the crystal.

In SRH Recombination, the four kinetic pathways which exist neagidsived from the
behavior of lattice imperfections in the presence of chargedleartiMost lattice imperfections
may be modeled as single-charged defects. That is, thegxmeither as a neutral species or
as an ionized species. This behavior is similar to that of dopamsavhich are recombination
centers with very shallow ionization energies. lonization or nedtimn may be achieved in
two ways. A charge may be gained or may be lost. A defeichwonizes to form a positive
(negative) charge may either lose an electron (hole) or gamhea(electron) to become ionized.
To neutralize, this defect must lose a hole (electron) or gaieleatron (hole). The act of
gaining a charge is referred to as a capture event. The bdirag a charge is referred to as
emission. More complex ionization cascades do exist whereeatdefly have more than one
charged state. However, these cascades are rare andsaisabgmplex in comparison to the

relatively simplistic SRH kinetics. Typically, defects whiexhibit these cascades are treated as



“close enough” to a single-ionization defect to be analyzed ugpigat SRH Recombination

statistics, particularly at cryogenic temperatures.

Ec

Ce e

S ) E

E, ~

Ey

Figure 2: A diagram of Shockley Read Hall (SRH) &abination for a hole trap center - Electrons mayaptured

(ce) from or emitted (g to the conduction band. Holes may be capturgdfi@m or emitted (g to the valence
band.

The kinetics of capture and emission are very similar. Aledef have some area
associated with them which represents their sphere of inBueatled a capture cross-section.
If a carrier impinges within this area, it will interaatith the defect. This constitutes a
“collision” between the carrier and the defect. The number ofstwils between a carrier and a
defect may be defined as the number of instances per unit fiveee ihe area swept out by a
defect comes into contact with a carrier as the carrier uodgrigs “random walk” through the
crystal lattice. It stands to reason, therefore, that fargesdefect state, the rate of collisions (f
or fy) is equal to the thermal velocity ((or W) and spatial density (n or p) of the carriers

multiplied by the capture cross-sectiei ¢r op) of the defect state in question. It is important to



note that the spatial density of carriers is, of yet, undefinedusecthe band in question is not
yet defined. In the case of capture events, free carriemss(lhrothe valence band or electrons in
the conduction band) are of interest. In the case of emission events,daouers (electrons in
the valence band or holes in the conduction band) are of interest.caphee cross-section
varies based on the carrier type. A defect will have feréifitly sized area of influence for a

hole as compared to an electron.

f, = no,v, (1-1)

fr = nayvy, (1-2)

Of the collisions that happen in any given period of time, onlyraicenumber will
result in a “reaction” between the carrier and the defete.stThe likelihood of this reaction is
determined by the statistical quantum mechanics of the reactimh ¢ to take place. In the
case of carrier capture, the probability of a reaction oc@udiring a collision is effectively
unity because carriers fall into a potential well. Theseaara must be free to move about the
crystal, so the density of carriers which is of interestcipture kinetics is the density of free
carriers, commonly referred to as n for electrons and p for holes.carrier capture kinetics are

as follows.

c, =no, v, (2-1)



€, = no, v, (2-2)

This is not the case for emission events. During an emission esemy< are able to
overcome the confines of a potential well and are made free to alme the crystal lattice.
This effect implies a thermalization event which must be réguledoy some statistical
mechanical distribution which is dependent upon the depth of the potssticds well as the
temperature at which the semiconductor exists. Because wheramiee i emitted, it leaves
behind a carrier of the opposite type, the emission of a céwiara trap state to a given band
may be viewed as the capture of an opposite trap state frosartteeband. So, the emission of
an electron (hole) to the conduction (valence) band corresponds to theecaptar hole
(electron) from the conduction (valence) band. The density of opmasiiers within the band
associated with emission determines the density which is usethiteteto the rate at which
emission occurs. It is assumed that both carrier types havanigedensity within a given band.
Thus, the density of minority carriers within a given band, be it the conduction ncedland is
the same as the density of majority carriers within thateshand. The resulting equation for
emission is as follows, where P(e) or P(h) are the probalilitgtions associated with the
emission event, jlis the density of states in the conduction band and khe density of states

in the valence band.

€, = NCJEHEPEEJ (3_1)

e, = Nyo, v, P(h) (3-2)



Typically, carrier and trap densities are low within a semicaiduand classical
Boltzmann Statistics may be applied to the emission probabilite trBp level is assumed to be
the ground potential in this case, with the energy of the baqgieal ¢o the difference in energy
between the band to which the emission is occurring and the trap erldrgyesult is the final
expression for hole and electron emission probability, wheres Ehe trap energy, Eis the
conduction band edge energy B the valence band edge energy, k is Boltzmann’s Constant
and T is the temperature of the semiconductor in Kelvins. Theatfferbetween{Eand & or

Ev may also be expressed as equal to an activation emdtgy,

e, = Nyo_v,exp [(Er— E;) /kT] (4-1)

e, = Nyo, v, exp [(E, — E;) /kT] (4-2)

Given the constraints on SRH kinetics listed above, the differemfiations defining the
transient characteristics of hole-filled and electron-filteapping states may be described as
follows where the variable t is the time associated withtridngsient process. It is important to
note that these terms describe the kinetics of formation asswargngcentration of trap states

equal to unity.

d
d;PtT: r-]T(en +Cp)_ Pr (ep +Cn) (5-1)
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d
d—ntT=—nT(en +C,)+ pr(g, +¢C,) (5-2)

In order to determine the true rates and the taresient concentration of trap states, the rates
above and their associated concentrations mustttgohed by the true concentration of trapping
states. For the sake of simplicity, we redefine pineceding differential equations as follows,

assuming that any trap which is not filled with@dehmust be filled with an electron.

dpr.

dt = (Kn)_ Pr (Kp + Kn) (6-1)

dn;

"= (Kp)=nr Ky +Kp) (62)

In the simplest case of SRH Recombination, only tivarge states are permitted for a single
defect structure, a neutral state and a positioelyegatively charged state. In some cases, most
notably for vacancies in semiconductors, it is fmedor multiple charge states to exist past the
neutral state. These cases represent dynamicé wdgaire far more complex analysis and will

not be treated in this text.

1.3: Deep Level Transient Spectroscopy (DLTS)

Deep Level Transient Spectroscopy (DLTS) began @ifferential capacitive technique
developed by D.V. Lang in 1974 [4] and has sinceerded to a variety of other differential

charge sensing methods, including Charge TranSipattroscopy (QTS), Constant Capacitance

11



Deep Level Transient Spectroscopy (CCDLTS), Curigransient Spectroscopy (CTS) and

Photo-Induced Transient Spectroscopy (PITS). &esious sensing methods may be applied
to a large variety of devices including Schottkydegs, PN Junction Diodes, MOS Capacitors,
MOS Transistors, Bipolar Junction Transistors amas. The methodology common to these

techniques is the observation of charge decaysan@conductor at cryogenic temperatures.

titp totp A

M

A 4 ¥

Temperature (IX) Temperature (IX)

Figure 3: Generation of a Deep Level Transient 8pecopy signal. This is achieved by monitoring Hariation in
the change in the decaying normalized capacitah€¢Qy) defined by the discrete differential with resptctime
sampled at two separate time$; &ind ttp (where t and $ are constants angd is the “time delay”).

This signal can be sinusoidal, as in the case lofclkin technique, or a square wave of

variable duty cycle, as is the case in a boxcafemihtiation technique. During boxcar

12



differentiation, the signal is designed to bias shecture in such a way that traps fill during a
short “filling” pulse (labeled hereafter g¥ &nd then emit when the signal transitions to @&hmu
longer “emission” pulse (hereafter labelgd tFor the purposes of modeling, this emissiorsgul

may be assumed to be infinite.

Figure 4: The potential settings (yellow), majorrrier trap (red) and minority carrier (blue)ppéng probabilities
for a generic DLTS transient.

Measurement of the charge transient occurs duhegemission pulse, as it is typically
dominated by thermalization of carriers from filleep states. Boxcar differentiation is achieved
by measuring the charge levels present within émeiconductor at two separate pointsarid %,
in order to derive an expression for the discréfferéntial charge. In this situation, the filling
pulse acts as a means of defining the initial comagon of trapped charge, the transient of

which is observed during the emission pulse.

With these constraints in mind, we may derive apression for the observable decay in

filled trap states over time. We observe in equetiq7) and (8) that the differential

13



corresponding to this decay is a linedrQrder Differential Equation and solve it in termis

boundary conditions defined by the filling pulse; and ry.

e

[—(KR+KP)t(L.2)]
Py TPee T
n p
Ke
—(KS+KS 2
n, = o +p|<e 1y g (TR (7 )
n p

The equilibrium condition attained as the measurgrime is allowed to proceed to infinity
is the first term in the sums listed above. Theoadary term represents the transient decay of
the charge state from the conditions set up byfitiieg pulse to the equilibrium conditions
inherent to the conditions described as part ofetinéssion pulse. Thus, the magnitudes of the
transient constants,rgor nr, are equal to the difference between the initiapped charge
concentration (defined by the filling pulse) anck thnal concentration which the emission
transient approaches asymptotically as time inee#s infinity. These transient constants may

be defined as is shown below.

It is important to note that the kinetic rates’ (#hd K) are defined by the carrier
concentration existent during filling and emissiomses and, therefore, have different values

during these different pulses.

e
Pro=Fmp - : e (8-1)

Kn+Kp
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e

K
Nro=Fmv — P — (8-2)
Kn+Kjp

The terms I and ky are the trapped carrier concentrations achievéueatnd of the filling
pulse transient (when the transition is made fromftlling pulse to the emission pulse). The

concentration at the end of the filling pulse maydefined as follows.

K,

ket
FTP Zﬁ_f_ Arrpe[ (Kn+Kp)tf] (9_1)
Kn +K,
f f f
FTN — - P - _|_ ATNe[’(Kn JrKp)tf] (9_2)
Ko +K,

Aty and Arp represent the difference between the trapped el@ngcentration present at the
start of the filling pulse (which is equal to theady state condition of the emission pulse) and

the steady-state trapped charge concentrationithdt! result from an infinite filling pulse.

Ke K,
= n___ n (10-1)
Are KS+Ke K[ +K|
Ke K!
A, = b P (10-2)

e e f f
Ko +K, K, +K,

With the equations listed above, the transient eskeduring analysis with DLTS may be

fully defined for any time during the emission mlas well as for any filling pulse width

15



provided that the emission pulse conditions arstert for a long enough time that the state of

the semiconductor may be considered to be in tHexqualibrium.

This charge transient is differentiated, typicdlly sensing the differential charge at two
times during the decay and subtracting the two oreasents. Typically, the assumption of
complete filling prior to the emission pulse is reaahd the equation most typically used to

define the resulting differential signal from tleisarge decay is as follows.

Apr = exp (—e,ty) — exp (—e,t;) (11-1)

Any = exp (—e,ty) — exp (—e,t;) (11-2)
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Figure 5: Diagrams of the free carrier behavioa aingle-sided junction during the thermal equilibr induced by
the Filling Pulse and during the transient statenof-equilibrium immediately following the appligat of the
Emission Pulse. These diagrams represent the ioetd\a hole trap. In an electron trap, trappadiers would be
emitted to the Conduction Band.
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A spectrum is created by plotting this differenti@ler a wide range of temperatures (as
in Figure 3) with each peak in the spectrum reprsg a different trap species. By iterating a
scan with variable values of &nd %, a family of spectra may be created. An importastric
that defines these spectra is the rate windpwhich is a function ofitand . This rate window

corresponds to the inverse emission rate at themeaimum. It is defined as follows.

T=tp[ty —t;]/[In7? (£5/t,)] (12)

The activation energies and capture cross-seabibtiese trap species can be determined
via an Arrhenius Plot of the temperature correspando the peak maximum,, In this
Arrhenius Plot, the natural logarithm of k., is plotted against 1/kT The result of this plot is
an expression for the difference between the tregygy and the band energ§E, which is
represented by the slope of the Arrhenius Plote gdibt also yields the Capture Cross-Section of
the trap, which corresponds to the point at whieh Arrhenius plot intercepts a value of 1/KT

equal to zero.
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Figure 6: Arrhenius plotting of a signal arisingrn a single deep level trap observed using DeeglLEransient
Spectroscopy. The slope of the derived ArrheRilas yields the activation energy of the deep laxegb while the
point where the deep level trap intercepts thedkis yields the capture cross-section. (CourtesSedawiratne of
Corning, Incorporated)

A value for the concentration of trap states presdthin the semiconductor may be
derived from the expression for the depletion capace of a single-sided junction. It is as
follows, where G is the capacitance at infinite tim&Cy, is the change in capacitance observed
at the maximum of the DLTS signal,tNs the trap concentration anda Ns the dopant

concentration in the semiconductor.

Ny = 2N,AC,/C, (13)
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1.4: Multiple Internal Transmission Infrared (MIT-I R) Spectroscopy

Multiple Internal Transmission Infrared (MIT-IR) &gtroscopy is a Fourier Transform
Infrared (FTIR) Spectroscopy technique which iseptionally well-suited to the measurement
and observation of bonding and structural defeoth lat material interfaces as well as within
bulk materials [5]. MIT-IR couples light generatbg an infrared source into a bulk material
through the use of a prism with its edges beveted@ecise angle. This prism has a matching
refractive index in comparison to the index of thaterial being observed, often because it is
formed from the same material. Because of thitlmay be easily coupled into the sample
being evaluated after being transmitted into thenpr As this light passes through the sample, it
eventually will encounter the back interface betwt®e sample and the ambient and reflect back
in the direction of the prism. The prism itselieig€hed in the center in order to confine the light
to the sample until it reaches the other side efrdgion being probed, at which point the light
couples back into the prism and then back outtimoambient. At this point it is sampled by a
detector. The intensity of the light reflectingdbgh the sample is dissipated by the reflective
losses caused by imperfect reflection at sampérfantes, to transmission loss of incident light
flowing into and out of the prism and, most impattg, to absorption of the infrared beam
within the sample due to both the sample matetsalfi as well as defects induced by ion

implantation within the sample.
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Etched Prism

Double Polished Silicon

Figure 7: MIT-IR Sample Design — The guided infcabeam strikes the prism at an incident angjleThe angle of
the prism normal with respect to the samplejetermines the angle at which the beam strike®tttom surface of
the sample®. R, defines the extent of the implant damage profileansmission into and out of the prism as well
as reflections off of each top and bottom surfedd@ sample contribute to attenuation.

The intensity loss due to each of these componsniependent upon the number of
bounces the infrared beam undergoes during itsitrdirough the sample. The effective path-
length that the light travels over during its bauagctransit through the sample is determined by
the incident angle of the light in comparison te thevel, the bevel angle in comparison to the
surfaces of the prism and the dimensions of thepkaiand the prism themselves. In order to
properly analyze the attenuation experienced byrttiared beam during its transit through the
combination of the prism and sample, the effegbiath-length of the light must be estimated. In
order to perform this estimation, the incident angfl the infrared beam in relation to the normal
of the beveled edge of the prist),must be known. The angle of the bevel in refato the
bottom surface of the prism, must also be known along with the length of tb&dm surface
of the prism, d, and the thickness of the samplelte path that the incident beam takes after
passing through the prism bevel may be calculatednbking use of Snell’s Law with the

implicit assumption that the extinction coefficiestmuch lower in magnitude than the refractive
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index. In this derivation, \nis the refractive index of the ambient enclosihg prism and
sample and mis the refractive index of the prism and, by aggamn, the refractive index of the
sample. By noting that the intersection of thedbevith the incident beam and with the bottom
surface of the prism forms a triangle, the follogviequation may be stated relating the angle of

the transmitted beam with the bottom surface oftiem, [1 [7].

¢ = a — arcsin (n—v sinH) (14)
np

Figure 8: The geometry formed by an infrared beart passes through the combination of a prismsamdple with
similar refractive indices. The path of the in&drbeam through the prism and through the interfeteeen the
prism and sample defines a triangle and this geymedy be used to calculate
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This angle defines the angle at which the infrasedm bounces off of each horizontal
interface on the sample. From the anglethe path length may be calculated to a first obhye
calculating, first, the distance traveled by thieared beam in the sample during a single bounce
and, secondly, calculating the number of bouncasttie infrared beam undergoes off of either
surface of the sample. The path length per boohtlee infrared beam is simply the thickness
of the sample divided by the cosine of the andfeom the assumption that the incident beam
enters and leaves the sample at the edges ofiime, phe number of bounces, n, may be related
to this path length per bounce by considering trézbntal distance traveled per bounce, which
is simply the path length of a single bounce mliig by the sine of the incident angle,
Dividing the total length of the bottom surfacetioé prism by this distance traveled for a single
bounce yields the following expression for n bytuér of the observation that a bounce off of the

bottom surface is a mirror image of a bounce otheftop surface.

n = (d/(tandt)) (15)

A bounce is a discrete value and an even numbeowices are required for the beam to
transit through the sample and be collected byptisn at the other end, so n may be rounded
down to the nearest even integer. The total gatbth may be related to the number of bounces
by recognizing that the number of times that thenbéransits from the bottom of the sample to
the top or from the top to the bottom is roughly&do n. Thus, the total path length, x, may be

expressed as follows.
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x = d [sind (16)
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Figure 9: The derivation of the pathlength of th&dred beam through the sample being evaluatewyudiT-IR
Spectroscopy. The pathlength is equal to the gatfth associated with a single bounce, x, multiply the
number of bounces, n. the pathlength per boundefieed by the horizontal travel per bounce, deieed byd, as
well as the sample thickness.

The attenuation of the infrared intensity due te ffath taken by the infrared beam
through the sample may be expressed by consideeugral different factors. The ratio of
intensity between the incident infrared beam aredldbam transmitted through the prism is a
fundamental limit to the observed intensity. Atkedounce, only a given amount of infrared
energy will be reflected back into the sample. e&sonable first order assumption is that all
energy not retained by total internal reflectiorthivi the sample is lost. For a given material-
prism system, depending upon the polarization ef itifrared beam as well as the surface

roughness of the interfaces, this ratio of theert#ld intensity to the transmitted intensity will
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vary. By using samples polished on both sidesetfexts of surface roughness can be negated,
leaving only a dependence upon the polarizatiah@infrared beam. The resulting variation in
reflected intensity for the interface between thisrp or sample and the ambient is defined as
follows, where Rs is the reflected intensity rdto a perpendicularly polarized beam and Rp is
the reflected intensity ratio for a parallel patad beam. As before, it is assumed that the
extinction coefficient is much smaller in magnituttean the refractive index and, as such,
doesn't have an effect on the observed reflectivitye term1* represents the angle of the
transmitted beam which may be expressed using’Shellv [8] while nry is the refractive index

of the ambient andgis the refractive index of the prism.

Rs — [:nPs'in{}—npsin{}:)z (17)

npsing +npsing

-

R, = [:npj'inc:-—npsinc-')‘ (18)

nysing +npsing’

The Transmission into and out of the prism may Bpressed using these same
reflectivity terms as the transmission is simply&do 1-R. In the case of transmission into the
prism, the incident angle of the infrared beamaegs the reflected angle off the bottom and top
surfaces of the prism ang and i are switched because the transmitted beam norarayels
from the prism into the ambient, but from the ambiato the prism. In the case of transmission
from the prism to the detectory mnd @ remain as in the equation and the angle of inteses
equal to the difference between the bevel angland the reflected angle, This is equivalent
to the angle((’) resulting from the refraction of the incidentdne as it passes from the ambient
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to the prism. This expression may be derived uSingll's Law for the angle of the incident

beam with respect to the prism bevel,

The attenuation of the infrared beam due to thk bithe sample may be determined by
applying the Lambert-Beer Law for intensity lossaim absorbing medium. In this derivation,
two separate absorption events occur. The sangelg irrespective of any existing lon Implant
Damage will absorb radiation as this radiation easthrough it. The rate at which this
absorption occurs over a unit path length is etpuiie termy, which is related to the absorption
factor of the refractive index, k, as follows, wleris the wavelength of the light generated in
the ambient. In addition, radiation will be absmibby any damage resulting from lon
Implantation. The rate at which radiation is absd by lon Implantation Damage per unit
pathlength may be expressed as equal to the dacoagentration, N multiplied by a capture
cross sectiong. In addition, a scaling constant must be mukiblin to account for the ratio of
the pathlength over which lon Implant Damage cbutes to absorption as compared to the total
pathlength. This term may be expressed as thelvativeen the Projected Range of the implant,
Rp, and the total sample thickness, t. The sumhede two terms represents an expression for

the total attenuation of radiation for a given yrathlength [9].

dI = —1[y + 2 Nya]dx (19)

y == (20)
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The quantity of light transmitted over the full plgingth of the infrared beam in the
sample may be expressed as follows. In this eguaki represents the beam intensity prior to
traveling through the prism while | represents beam intensity only due to Lambert-Beer

attenuation after traveling through the sample.

I =1,exp (— [}-f + %Nrﬂ] x] (22)

The total attenuation for a non-absorbing samplg beexpressed by multiplying the
loss due to transmission into and out of the phignthe attenuation due to the absorption of the
sample as well as by the total number of reflestiofi the top and bottom sample surfaces. In
the case of a sample with lon Implant Damage, teerfBambert Law requires that both the
term representing the absorption of the bulk sampland the term representing the absorption
due to lon Implant Damage be included. This isthetcase for a baseline sample, where no lon
Implantation occurs and onfymust be included. The resulting terms for therataition of the
beam intensity are as follows, whege is the intensity associated with a baseline sanvpiée

Isis the intensity generated by the ion implantedda.

Iy, = Iyexp (—yx)(1 — R(ny,np, @))(1 — R(np,ny, 8)R(np, nys, )™ (22)

I, = Iexp (— [y + RT?JNTH] x)(1 - R(ny,np,6))(1— R(np,ny,, 87))R(np,ny,8)" (23)

26



It is worth noting that division of the spectrumadample with the states of interest by a
baseline standard without any states will result gtifferential spectrum which may be used for
analysis. Rp, t, x (defined in Equation 10) amkally, s, may be considered constant. Thus,
after taking the natural logarithm of the ratiovee¢n the infrared signal generated by absorption
in the implanted sample and the baseline infraigda an expression may be derived that
directly correlates the density of particular speaf ion damage to the intensity ratio of an ion

implanted sample to a baseline sample. This egjomess as follows.

Ny= ———1In ;LL)(24)

1.5: Hydrogen Implant Defects in Semiconductors

A variety of studies have been performed in otdesbserve the structural and electronic
defects arising from Hydrogen Implantation or Hygen-Helium Co-Implantation, both for low-

fluence studies as well as for ion cutting relaedlies.

Structural defect studies have included such apalytechniques as Transmission
Electron Microscopy (TEM), Atomic Force MicroscofaFM), Rutherford Backscattering
Spectroscopy (RBS), and Multiple Internal Transmoisgnfrared (MIT-IR) Spectroscopy. The
effects of Hydrogen Implantation and Hydrogen-HeliCo-Implantation as studied by MIT-IR
were of particular interest in relation to thisd&tuMIT-IR has picked up vibrational modes and
bending modes of a variety of states. These stattsde trapped molecular hydrogen and
hydrogen-bonded interfaces corresponding to cryatats of dislocation loops. These states
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correspond to 2084 wavenumbers for the <111> faoet2110 for the <100> facet. In addition,
ATR-IR Spectroscopy has detected the presence obwacancies decorated with anywhere
from one to four hydrogen atoms as well as decdrataltivacancies, particularly hydrogen-
decorated divacancies possessing anywhere fronoaie bonded hydrogen atoms. VH, VH2,
VH3, and VH4 have been observed to possess singtchodes in the 2025, 2125, 2161/2188
and the 2219 wavenumber ranges, respectively. pfésence of hydrogen-decorated silicon
interstitial defects has also been postulated basdtie presence of resonant states in the 2000

to 1950 wavenumber range [10].

Electronic defect studies have included studiesbain temperature of pseudo-doping
effects using techniques such as Hall Effect Regisand Hall Effect Mobility as well as Four
Point or Two Point Probe Resistivity. These stadiave observed several general trends in
carrier density with respect to annealing tempeeatuHall Effect Resistivity studies have
demonstrated that p-type samples implanted withrétyeh or a Hydrogen-Helium combination
at high fluences maintain their p-type behaviorumtil approximately 450°C, at which point a
predominance of n-type traps, called thermal dgnmspensate and invert the semiconductor
material. This effect is maintained until approabely 500°C, at which point the majority of
thermal donors begin to dissociate, leaving inrtiagke the background p-type doping of the
semiconductor as well as a host of thermal acceptbich remain stable at elevated annealing
temperatures up to around 700°C. The result of #éffect is the presence of hole carrier

concentrations in excess of the background doping.

Cryogenic Studies have made use of Electron ParsgtiagResonance as well as
Laplace DLTS and traditional DLTS methods to despetcific energy levels and capture cross-

sections associated with deep level traps [3]. lysma of Hydrogen Implantation defects has
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largely been confined to study of electron trapgimg-type materials. Hydrogen implanted n-
type materials manifest themselves in a varietycarfigurations. VH, a single vacancy
decorated with a single hydrogen atom manifestdfiess an electron trap with an activation
energy for emission corresponding to .43eV to .44eln electron trap with an emission
activation energy of .49eV has been validated ewpartally and theoretically as a,N
decorated divacancy defect. The VO defect, coomdipg to a vacancy-oxygen bond is
transformed from a .15eV electron trap center t82&V electron trap after thermal annealing.
VH, and V2H have been observed to decay after thlieemnealing in the range of 500°C to
550°C while VOH requires more thermal energy fa tlissociation reaction to take place, not
annealing out until around 600C°. VH possesseg sianilar symmetry to a similar defect, VP,
which is the defect arising from incomplete aciwatof a phosphorus atom in a vacancy site.

This has led to some speculation that VH acts“&seudo Group V Element” [11].
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Figure 10: Annealing behavior of electron trapsegated by Himplantation [11].

Some investigation of hydrogen-induced acceptaesthas occurred. However, the
acceptor states arising from hydrogen implantahame not been studied in nearly as much
detail. There is little understanding of the stuwal imperfections that lead to these defects. A
defect at .28eV above the valence band has beenveldsby multiple authors and the possibility
of this defect being caused by hydrogen bondingoeas discussed. However the similarities in
annealing characteristics between this defect hadCi-Oi (or carbon-oxygen interstitial bond)
defect has ruled this possibility out [12]. An dniohal defect at .51eV above the valence band
has also been observed. This defect is currerttip@ed to a boron-hydrogen interstitial

complex [13]. Two additional traps existing ate¥3and .66eV have been extracted using
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DLTS and the proposal has been made that thesetslef@respond to VHand VH defects,

respectively [14].
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Figure 11: DLTS Spectra of an as-formed P-Type $aimngplanted with H+ ions at 300 KeV [13].

The presence of interstitial Carbon-Oxygen as aglunbounded Vacancy defects may
also be expected to contribute to signals arisimgnf Hydrogen or Hydrogen-Helium
Implantation experiments by virtue of the fact thaty physical bombardment of a Cz-grown
sample will induce point defects including vacasgisilicon interstitials, interstitial dopant
atoms and interstitial carbon and oxygen. Vacatefgcts do not have a single charge state.
Rather, they may exist in a positive state, whieltays to neutrality (V corresponding to
.05eV+E/) or negative charge state, which decays to néytid" corresponding to .32eVdE

as well as a double positive charge state whiclaydeto a positive state {¥corresponding to
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13eV+E)) [3]. As stated earlier, interstitial carbon hbsen found to exist in a state

corresponding to .28eV above the valence band hssvan a state corresponding to .1eV below
the conduction band [12]. Interstitial carbon nadgo bond with substitutional carbon to form a
Ci-Cs bond with an energy corresponding to .33eV abbeevalence band [15]. An additional

state, corresponding to a substitutional carbordhwith a divacancy exists at .09eV below the
conduction band and has demonstrated bistabili®}. [1After annealing at a temperature of
300°C or more, this state decays, yielding a natesit .17eV below the conduction band [17].
Carbon may bond with Oxygen in an interstitial d¢gafation to form a €O; bond

corresponding to a state at .38eV above the valesmacd [18].
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Figure 11: DLTS Spectra of hole traps in P-Typé&8i silicon implanted with Silicon at 1MeV [3].
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Chapter 2: DLTS Fitting Functions

2.1: Simplifications to the Charge Transient

The dual-boxcar technique used in DLTS to producsigaal is a method of discrete
differentiation with respect to time. This is asgdished by subtracting the signal being
measured at two separate times. With this in mitrgtands to reason that a fitting function for
the resulting discrete differential could be progtlicsimply by differentiating the trap
capture/emission function listed above with resgecthe emission time and that this fitting
function may be accurate as a first order approtiona The result of such a differentiation is as
follows, bearing in mind that the kinetic rates aésed below only apply to conditions inherent

to the emission pulse, not the filling pulse.

dd;Ptr — pro(K, + Kp)e[—(Kn+Kp)tDt(l.2)] (1-1)

B (K, +Kp)d D0 (1.2)

These equations are adequate to describe theimgsuénsient of an I-DLTS measurement
since the current is literally the differential thie trapped charge concentration with respect to

time.

In the case of a capacitive or voltage-based meammnt, this differentiation must be
converted to a change in trapped carrier concémtraalone, which is accomplished by

separating the change in time from the changeapptd carrier concentration as follows where
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the change in time\t, is equal to the difference betwegh and bt,. In this case, the function,

t, is the average ofth and bt..

APy =—ProAt(K, + K )e " 2-1)

AN = —np ALK, + K )e T (2-2)

The result of this differentiation is a peaked fime. It is readily observable that the
function described here has a magnitude which eni@ant not only on the conditions and
duration of the filling pulse (indicated byrgpand ry), but also by the rate of capture and

emission of carriers during the emission pulse.

This function is a reasonable first-order approxioraof the true DLTS signal resulting
from a voltage-based or capacitive measurementhnikia discrete differential. This equation

is as follows.

Apr = pm(e[—mnmp)totz] _e[—<Kn+Kp>tDtﬂ) (3-1)

A = nm(e[—<r<n+l<p)tot21 B e[—(Kn+Kp)tDt11) (3-2)

In this discrete form,;tand t represent the first and second times at whichethession

transient is sampled through boxcar integration.
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These equations remain complex, even when simglifte the first order approximation
given by the differential form listed above. lirfioer reduction of the equation is required, it is
reasonable in some circumstances to assume thettésedescribed above may be simplified by

reducing the four-rate equations above down todmoossibly one rate.

The law of mass action necessitates that in anyceawfuctor where the Fermi Energy is
significantly displaced from the intrinsic energgly one carrier type will be present in large
numbers within the material. Thus, in the casa ¢fap existing at a point where the Fermi
Energy is significantly displaced from the intrim&nergy, only one capture rate will dominate
and the other may be neglected. The criteriahigrttansition from a two-rate capture kinetic to
a single-rate kinetic is a point where the captate for one carrier is less than one tenth of the
capture rate for the other carrier. By invoking thw of mass action and separating the capture
kinetics into their constituent capture cross-e&di and thermal velocities, the following
equations may be defined for the hole concentrag@ectron concentration) required for the

dominance of the electron capture kinetic (holdwapkinetic).

1/2
<n TV (4-1)
P 100V,

1/2
oV
n<n|——"1 (42
100, v,

n
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Figure 1: The maximum minority carrier concentratigpermissible in a semiconductor in order for cayeture rate
to dominate in a DLTS measurement (4-1 and 4-2jis @ependence is related to the ratio betweehdlecapture
cross section and the electron capture cross seetim corresponds to the maximum carrier concémtisit
permissible for carriers to fill trap states duraagemission pulse.

It is possible for both capture terms to remain mhamt in comparison to one another in
cases where the Fermi Energy approaches the intensrgy. However, in such a situation, the
emission rates associated with thermal emissiaraonfers from the trap will dominate the rates

associated with carrier capture, and both capatesmay be ignored.

The criteria for a case where the capture ratesafgiven trap are sufficiently small in
comparison to their corresponding emission rateghisre the capture rate is less than one tenth
of its corresponding emission rate. This may hgressed in terms of carrier concentrations or
in terms of the energy level of the trap in questioExpressing this criteria in terms of the
electron or hole concentration yields the followeqguations, where the tenms the product of

the thermal velocity, the density of states andstjieared inverse temperature.
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Figure 2: The maximum hole concentration for tespission to occur with varying temperature and wayyrap
energy barriers (5-1 and 5-2). Given the behagfoBoltzmann Statistics, the observed trends (nqrttet the
maximum hole concentration increases with tempegatnd decreases with energy barrier) are to beoss.
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Figure 3: The maximum electron concentration faptemission to occur with varying temperature wag/ing
trap energy barrier (5-1 and 5-2). Given the baranf Boltzmann Statistics, the observed trendar(aly that the
maximum electron concentration increases with teatpee and decreases with energy barrier) are txpected.
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It is important to note that the dominance of amyission term over its corresponding
capture term is completely independent of the gaptross-section of the trap species in

guestion. The preceding criteria may be re-expokfs the trap energy as follows.

E, <KT[n@0y,T2) -In(v,p)|+ E, (6-1)

E, > E. —KT[In(0y,T?) = In(v,n)| (6-2)
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Figure 4: Variation of the maximum energy levelalgable with respect to the valence band for thémcaeptor
emission with respect to temperature and hole guraion within semiconductor (6-1 and 6-2). Amperature
increases, the maximum resolvable energy level ials@ases, as expected. It is also expectedhbanaximum
resolvable energy level decreases with respeatl®doncentration.
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Figure 5: Variation of the minimum energy levelaksble with respect to the conduction band forried donor
emission with respect to temperature and electroncentration within semiconductor (6-1 and 6-2).s A
temperature increases, the minimum resolvable grievgl also decreases, as expected. It is algeated that the
maximum resolvable energy level increases witheesi electron concentration.

It is typically the case that one emission term dadminate over the other term for any trap
with an energy level sufficiently larger or smaltean the energy associated with mid-gap. For
states existing near the mid-gap energy or foestatith sufficiently large differences in hole
and electron capture cross-sections, it may naehbdily apparent as to whether one emission
term dominates over the other or if both emissemms remain dominant. It may be assumed
that only one emission rate will remain dominarang of the two emission rates is less than one
tenth the magnitude of the other rate. With thigedon in mind, the trap energy required for

one emission rate to dominate is as follows.

pO'

1
E, <§{Ec +E, —|n1g;—"”J (7-1)
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Figure 6: The maximum resolvable energy gap foole or electron trap with respect to the captuoss section
difference associated with the hole and electroisson rates (7-1 and 7-2). It is to be expected &s the ratio
between hole and electron capture cross sectioradses, the maximum resolvable energy gap for hiotesases
while the maximum resolvable energy gap for elettrdecreases.

In the case of a metallurgical junction where ionized chexigs largely on one side or the
other, two separate regions may be presumed to exiseréNthe depletion approximation is
accurate, a region where emission dominates over captists.e In this region, the minority
carrier capture rate may also dominate, especially neam#tallurgical junction. However,
because the minority carrier capture cross-section is tipigaite small, the minority carrier
capture rate is typically dominated by the majority carmeission rate. As a consequence, only
one rate is dominant in this region. For trap levels withggee away from mid-gap where the

depletion approximation is valid, the following equations are agplkc
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Ap; = _AtpToepéept (8-1)

AN, = —Atn, 6.6 (8-2)

Similarly, the following equations result for thiscrete form of the DLTS signal.

Apy = pm(e—eptDt1 _e—eptth) (9-1)

Ang = nTO(e*entDtl _e—entth) (9-2)

As the depletion approximation begins to fail nda edge of the depletion region, a second regidsise
where capture may no-longer be neglected. Indise avhere the depletion approximation is not valid, majority
carrier capture rate may not be ignored and tHeviihg equations apply. It is important to notattivhile this is,

technically the form observed for regions neardbpletion edge, the filling dynamic of the trapdksvwithin this

region leads to incomplete or no filling.

Ap; = —Atp(e, +¢,)e " (10-1)

An, = —Atn, (e, +c,)e @) (10-2)

The following equations result for the discrete form of th@ Blsignal.

Ap-l— _ p_ro(e—(epﬂ:p)tl _ e—(ep+cp)t2) (11_1)
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An-l— — nTo(e—(en+Cn)t1 _ e_(en"'cn)tz) (11-2)

It is important to note that in the case of a trap which exist® ¢o mid-gap, no assumptions
can be made regarding the dominance of emission orreajaties for either carrier, and the full

form of the equation must be used.

The terms g and /o remain complex due in large part to the transient phenomeolyed
in the filling pulse. Several simplifications may be made to theses in order to reduce the
overhead inherent in calculation. The terms described baagimplified substantially if flat-

band conditions are assumed during the filling pulse.

The filling pulse is typically not performed such that flatdbagzonditions are achieved
throughout the semiconductor. Often, some depletion efiectsin at the metallurgical
junction. As a result, areas exist where traps are not fillethg the filling pulse and, as a
result, no emission occurs. There are also regionsevitierg is not complete as a consequence
of partial depletion and, as a result, attenuation of the Digralsoccurs. These two cases are
structural considerations and may be partially approximatedanitttenuation factor, as will be

discussed in a later section.

In the case of filling of majority carriers and emission afanty carriers, it may be assumed
that all majority carrier traps will be filled and all minority gar traps will be emptied during
the capture pulse conditions given an infinite time for filling.refated assumption is that all
minority carrier traps will be filled and all majority carrier gsawill be emptied during the
emission pulse if the pulse is allowed to run to completion. aBsamptions are reversed for the

filling of minority carriers and emission of majority carriers.
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The resulting expressions may be derived for the consexpsessed in the above
differential forms, again assuming that holes are the majodtyiers and electrons are the
minority carriers. It is also assumed that majority caraeesbeing filled during the filling pulse

as opposed to the minority carriers.

f f
Pro =1-e " (12.9)

~(Ky +K;§ Mt

No =1-¢€ (12-2)

As in the treatment above, the kinetic terms contained withinep®nential may be
simplified to aid calculation if a few assumptions are made.théncase of capture, the key
assumption is that enough charge is injected such that ongecagte dominates the signal. In
such a case, the capture rate alone may be input intorthe &ove and the following terms
result, again assuming that holes represent the majoritiercamd electrons represent the
minority carrier.  As above, the terms may be reversainority carriers are being filled

during the filling pulse.

Pro =1-€7" (13-1)

No =1-e" (13-2)

In the case of shallow level traps or of higher tempersitapproaching 300K, the emission
term cannot be neglected and the assumption that the stetdypatmdary condition of the
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transient is that of a completely filled concentration shouldaled into question. The resulting

filling term may be expressed as follows.

—(ep+C;)t;

Pro =1-€ (14-1)

N, =1-e @ (14.2)

The resulting equation for the differential charge obseruathgl DLTS uses these final
forms of the filling function combined with the differentials wia¢he depletion approximation

applies.

Ap; = —At(L-e "' e e (15-1)

An. = —At(l—e @' et (15.9)

The discrete form of this differential is as follows.

Apr _ (1_ e—(ep+cp)tf )(e—eptth _e—eptth) (16-1)

An-r _ (1— e_(en+cn)tf )(e—entDtl _ e—entth) (16_2)
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Chapter 3: DLTS Analysis of MIS Capacitor Structures

3.1: The Structure of MIS Capacitors

Two subsets of trap states are commonly observed inQdf&citors. The first of these are
interface states, which are spatially localized at the intelfatveeen the semiconducting crystal
and the insulator, but energetically variable because of ahety of bonding configurations
available to a defect at an interface between an amorphatgsiah and a crystalline material.
Bulk trap states are also commonly seen in MIS structuresse states contain discrete energy
levels determined by trap species but vary spatially througiheusemiconductor crystal. In
order to derive the activity of these trap states, the actbitiie Fermi Energy and the activity

of associated free carriers with applied bias must be cmes{d9].

In MIS capacitors, the magnitude of the Fermi Level withpeets to position in the
semiconductor is derived from the solution to the Poissoratiftu It is assumed that the
structure exists on a semiconductor with spatially constant gigmid with a trap concentration
which is assumed to be at most one tenth that of the doplegso This level of ionized charge
is considered small enough that it will not substantially modiéy Rloisson Equation and, in
doing so, not affect the time-dependant behavior of theniFEnergy in relation to the bent

bands within the semiconductor.

The potential distribution solution to the Poisson Equation is appabely parabolic for the
case stated above. The bending of the bands of theos&tactor in relation to the Fermi-Level

may be defined as follows when the MIS Capacitor is biagediepletion [20].
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#(X) = V%(W -x)* @)

Where x is the depth into the semiconductayis the surface potential and W is the width of
the depletion region, a region where free majority carrleage been swept out of the
semiconductor by an internal electric field, leaving only migocarriers as well as ionized

donors and acceptors. The expression for the depletitth is as follows [20].

-1/2
W =[N, Ny (t)]”z(ﬁ] @)

Na is the net concentration of donors and acceptors in theseductor. N is the summed
concentration of bulk traps in the semiconductos, @vided by the width of the depletion
region, which is assumed to remain relatively constant degpmtehange in ionized charge
concentration over time. The term g is the fundamental ehafgan electron ane; is the
permittivity of the semiconductor. Analysis of this depletioitiv is greatly simplified with
little loss of accuracy if it is assumed that the steady statecttagarge concentration has little
effect on the width of the depletion layer and that the trans@gpped charge concentration has

a negligible effect on band bending.

The free carrier concentration varies exponentially with #redtbending in relation to
the Fermi Level. This is due to the fact that the band bgrdtinarly affects the offset of the

Fermi Energy in relation to the conduction and valence bahtlse semiconductar This free
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carrier concentration may be related either to the intringoggrievel and carrier concentration

or to the Dopant Concentration and associated Fermi Energy

p=n e[Ei —Eg—ags]/KT (3-1)

n=n, e[E»:*Ei+Q¢s]/kT (3-2)

With the preceding information about the free carrier camagon, a function may be
derived to express the transient activity of both interfadesstnd bulk states. Bearing in mind
that the interface states are fixed spatially but variable etieailye the following integrals may

be defined and solved for numerically [21].

AQL=| [N (B)* an, (¢' 4", E)dE} @)
_EV x=0

AQ2 = [Ny (B * ap, (4" 4" E)dE} @-2)
L&

x=0

Qi is defined as the density (per square centimeter) of aceer$tates, which is shown to
vary with respect to the potential at the surface (x=0) duhadilling and emission pulses as

well as with the energy (E).

Over time during the filling and emission pulsess Will change as trap states emit or

capture. In the case of electron-filled traps, all statesieg below the Fermi Level will remain

47



thermodynamically stable, but all states existing above theniF&nergy will become
thermodynamically unstable and begin to emit carriers. @# kraps existing above the Fermi
Level will remain thermodynamically stable and all states below i{bevel become
thermodynamically unstable and emit over time. Becaughisfeffect, the positions of the
Fermi Energy at the interface during the filling and emissiglsgs defines the energy range
over which interface states will be filled and emitted. The ltieguintegral of this variable
distribution is as follows, withl; representing the position of the Fermi Energy during the filling

pulse and e representing the position of the Fermi Energy during thessonipulse [21].

[ag:
AQirs1 = J. NT (E) * An; (¢sf ,¢:. E)dE:| (5-1)

| ¢,

| A

[ ag.
AQg = INT(E)*ADT(¢S*,¢§,E)dE] (52)

Bearing in mind that bulk states are fixed energetically brahie spatially, the following

integrals may be defined for a single trap species aitithin the bulk, Q.

AQE =[Ny (9 * Ap; (4] 45, )dx | (6-D)

AQE =| [N (9 *Any (4! g5, 00| (62)

JE=E;
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It is trivial to recognize that because band bending cannair dseyond the maximum
depletion width for the MIS Capacitor, the bounds of the ialagay be truncated, yielding the

following result where \Wis the depletion width at the onset of strong inversion.

AQE =| [N (9 Ap (4 42,0k | (71

JE-E;

AQg = j N; (%) * An, (4. , ¢S, X)dx (7-2)

JE=E;

O =0+0,+¢/C,

\

+ + + + + +

Qn(t):W(NA +NT)

Metal Oxide Silicon

Figure 1: The charge structure of an MIS Capacitor — Cautiniis to the charges within the MIS structure include
the bulk charge, formed by the ionized dopant and impuriiynsitcontained within the depletion region, the
interface trapped charge and the sheet of charge contained witiinehson layer. This charge is mirrored in the
gate.
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This inversion-defined depletion width is equal to the depletiorthwichere the surface
potential equates to twice the Fermi potential defined by the dopithg semiconductor portion

of the MIS structure. Thus, the inversion-defined depletimith is equal to the following [20].

-1/2
_ B -1/2) 9
W, =[N, - N ()] [4&@] (8)

3.2: DLTS Small Signal Analysis

Yet another consequence of Poisson’s Equation is the retdtibe capture and emission of
trap states on observed signals resulting from DLTS measuts. Voltage as well as current
measurements combine the signals from the interface dkdthtes in a linear fashion, resulting
in a superposition of the two emission events. Capacitarseetmaeasurements add the charge
signals from the interface and bulk in parallel, resulting iadacally different signal from the

voltage and current measurements in certain regimes.

All DLTS measurements are performed using some sort dinigue to achieve a
differentiation of a signal with respect to time. In the cdseugent DLTS, the sensing of the
current transient at a given time represents an implicit diffetemtiaf charge with respect to
time. In constant capacitance (voltage) DLTS and capaeit&id’'S, the measurement is
linearly dependent upon differentiated charge as well. is ¢hse, the differentiation is

approximated with a boxcar integration technique. All DLT®negues have their basis in the
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observance of charge emission over time. Thus, it is tapoto arrive at the differential of

charge with respect to time.

A summation of all charges existing within the MIS Capacitor tvlaiee sensed by the gate

electrode may be expressed as follows [23].

QMIS = QMS + QIF + le + Qs 9)

In this expression, (& represents the charge accumulated at the gate electred® @du
workfunction mismatch between the electrode and the semictond Q- represents fixed
charge within the insulator resulting from ionized contaminandsram-stoichiometries within
the insulating film. These defects may be considered themaoucally stable at DLTS
temperatures and at varying voltagesgs 1@presents the aforementioned charge due to ionized
interface trap states whiles@epresents the combined charge of the ionized bulk tregs st@,
and the ionized dopantspQwithin the depletion layer of the MIS structurep Qay be related

to the concentration Nby multiplying by the thickness of the depletion layer, W.

Of the charges listed in the preceding equation for the adated charges within an MIS
structure, both s and Q- remain at equilibrium regardless of biasing conditions ang, ma
therefore, be considered invariant with respect to time. TrEselting equation contains
expressions only for charges due to ionized interfacesstainized bulk states and ionized

dopants.

During DLTS measurements at temperatures above approkm2&t€, dopant freeze-out

has a negligible effect and the ionization of dopants to tbexdepletion layer is fast enough to
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be considered undetectable. The result is the followingesgn for an I-DLTS measurement
in an MIS Capacitor whergsland k are the temporal differentials of interface trap states and

bulk trap states, respectively.

lDLTS:|I8+IB (10)

The DLTS signal achieved through a boxcar differentiatémmnique is merely two charge

levels taken at two separate times, represented below.

AQDLTS = AQ|s + AQB (11)

In the case of voltage-based measurements, the signalnebas the additive voltages
within the MIS structure due to the charges expressed ati®yan application of Gauss’ Law,
the following expression may be achieved for the obsergitdge within an MIS structure [19].

It is important to note that while the charge transients exguiesisove in (11) are correct, they
represent the change in neutral trap levels, which havéhaige and cannot be sensed. The
observable changes in charge levels in an electrostatic DigESurement are those which are
ionized by an emission event. Thus, the true densityarfjehsensed in a Voltage or Capacitive
DLTS measurement is equal to the difference between thectsteéntration of trap states and

the filled trap states [23].
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VMIS = ¢Ms + ¢s + ¢| (12)

In the above expressiofbys is an expression of the resultant potential due to workfunction
mismatches between the electrode and semiconductor. Thedterepresents the surface
potential placed upon the semiconductor, which is also thegeotteopped over the entirety of
the semiconductor. Lastlyh, represents the voltage taken across the insulating layes Th
voltage is the summation of the ionized dopants and bulk Wil the depletion layer divided

by the insulator capacitance.

During Constant Capacitance DLTS (CCDLTS), the surfagkage is maintained at a
constant value through the use of a capacitance-basebdabédedoop. The workfunction
difference between the semiconductor and electrode is invavigh voltage, so that the only
signal observed during CCDLTS is due to the charge sehsedgh the insulatorp,. The

resulting equation is as follows, withh@efined as the trapped charge within the insulator [19].

V _QD+(VVNA_QB)+(NIS_QIS)
CCDLTS — C

(13)

(04

For the sake of convenience, the total number of filled stéstent between the surface
potentials defined by the filling pulse and the emission pulsestated as equal togN The
DLTS signal achieved through a boxcar differentiation teclaniggumerely two CCDLTS

voltages taken at two separate times, represented below.
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AQ, +AQ
AVeepirs = — S — =B (14)

C

0X

Analysis of Capacitive DLTS signals is complicated by the fhat the charges observed
within the MIS structure exist in series, resulting in capacigntseries rather than in parallel.
This effect can be used to great advantage in some regasus, however. Of the charges
defined for the MIS structure, all but the charges at thefawterand within the semiconductor
can be ignored because these charges are defirtbe byaterial and not by the voltage applied

across the MIS structure, implying that no capacitance rdsuitsthese charges.

The traditional model of the steady state capacitances existang MIS capacitor calls for
two separate capacitors in series. The capacitance clostns trate electrode is that of the
insulating layer and is the direct result of the charge thatilsd up” at the interface as well as
in the depletion layer when a high-frequency Alternating @arstgnal is applied. This
capacitance may be expressed either as the permittivity ohsléator €;) divided by the
thickness of the insulator;)tor as the charge within the semiconducting film divided by the
voltage present across the insulater Bearing in mind that this insulator voltage may be re-
expressed as the difference between the voltage appliegl gatth electrode @ and the sum of
the surface potential and the workfunction mismatch between dlectrode and the

semiconductor, the following equation may be derived.

c =5 QotQs+Q

ti - VG_¢S_¢MS
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The second capacitance is due to the depletion layer. Bplygifbecause the ionized
dopant atoms of the depletion region form a charged laiterdefined width as opposed to a
“sheet of charge”, a series capacitance results. Thigcitapce is simply defined as the
permittivity of the semiconducto€() divided by the length of the depletion layer (W), which is

defined using (2).

C.. =% (16)

Because the two following capacitances exist in series, tlmving effective capacitance

may be derived [24].

_ (CI )Cdep

dep

17)

In a transient scenario, the steady-state model is furtheploated by the emission of
carriers from filled traps. From the steady-state aigBi3ove, it is trivial to demonstrate that
while the depletion capacitance is only affected by the emissibalk trap states, the insulator

capacitance is actually dominated by emission of both bulknéexdace states.

When bulk states exist at low levels in comparison to the totaterpresent within the MIS
structure, the transient decay of bulk states can be igmdred considering the behavior of the

oxide capacitance over time. This is not the case for auer$tates, which typically make up
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the majority of the observed trap states within an MIS strectWhen the voltage is pulsed, free
carriers will shift rapidly to maintain the capacitance of th&l@x Interface states and bulk
states rely on thermal emission to generate free caametseturn to equilibrium. Prior to the
formation of steady-state conditions, excess interface skatege will still contribute to the
insulator capacitance, resulting in an observed transientitapaecwhich is higher than that at
steady state. Thus, the insulator capacitance can be exmtsias made up of the steady state
capacitance and a transient pseudo-capacitance which exigardlel and represents the
emission from interface states. This pseudo capacitance difference between the transient
concentration of interface states and the steady-state ¢@imenof interface states divided by

the voltage applied across the insulator. The insulator capeeitaay be defined as follows.

C, = &i Qis(t) —Qis(t =) (18)

ti VG - ¢s - ¢Ms

This insulator capacitance may be converted into a ditiaferapacitance by eliminating

all steady state contributions and by differentiating the inter§t@te concentration.

- AQ|S (19)

AC, =————5—
VG _¢s _¢Ms
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In the case of the depletion capacitance, the capacitantfenmtsg be simplified using a
Taylor Expansion about the doping of the semiconductgrikere all but the first two terms of

the series are neglected. The resulting approximationfadi@ss [25].

Cdep :[NA+2(NT _QB(t)/VVi)]X(;;qJ (20)

S

This depletion capacitance may be converted into a diffefeafacitance by neglecting the
effect of Ny due to it being a steady state component and by differentidigngulk trap state

contribution, which is time dependant [25].
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Figure 2: The Small Signal Model for DLTS of a MOS Capacitdihe oxide capacitance is modified to include the
transient capacitance due to interface states while the deptep@titance is modified to include the effects of
transient bulk states on the depletion capacitance. The effdmitkdrapping may be separated from the effects of
doping by perfoming a Taylor Expansion.

An expression for the differential effective capacitance magxtracted using the quotient
rule. In this extraction, it is assumed that either no intedtetes exist, leading to a constant
effective insulator capacitance, or that no bulk states exigtintpdo a constant depletion
capacitance. In making this assumption, two separate sigedor the change in effective

capacitance with time may be derived as follows.

dC.; dC
ACq1 (Qs =0) = — "~ — At (22-1)
dCyyp
dCe« dC
AC =0)=—— L At (22-2
ot (Qp =0) ic, (22-2)
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The change in the insulator capacitance as well as in thdidegapacitance with respect to
time may be related back to the DLTS charge transient wiegratle multiplied by the change in
time. By assuming only small variations in capacitance ameertime for Gand Gep a simple
expression may be derived for the change dpw@dth respect to its constituent capacitances at
steady state. The product of this expression and trerehtial insulator and bulk capacitances

may be expressed as follows.

1/2
£<0 C? 2AQ
AC, =—| == : B (23-1)
“ (2¢SJ ((C, +Cdep)2} W

CZ
ACy =— dep AQss (23-2)

(C, +Chop )2 Ve = &s = Pus

This yields an approximate expression for the DLTS nespaf a capacitive signal. It is
useful to note that it is not difficult to extract the quasi-statiplei®n and insulator
capacitances, represented by.Cand G. These terms may be easily derived from the
Capacitance-Voltage characteristics of any MISCAP prior tor® measurements. This
analysis is required for the measurements on a MISCA&k&place in order to determine the

precise voltages required to generate the surface potatgsied for testing.

In the case of the measurement of insulator states onkainisiglating layer, where Gs
much smaller than &, or where bulk states are being measured on a thin insolatoghly

resistive substrate, whergis much smaller than,Cthe derivative of g with respect to its
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constituent capacitances may be ignored and the resultingela G with respect to time is

equal to the change iy or G with respect to time.

In the case of a near-perfect semiconductor crystaleffieets of bulk trap states can be
neglected as they will be inconsequential in comparison tstéibes arising at the interface. Itis
obvious that no structure can actually exist with zero interf¢éates, but in the case where the
insulator capacitance is sufficiently large in comparison tod#petion capacitance, interface

states may be taken to be non-existent and the effect cit&ims alone may be considered.

In the case of a capacitive measurement where interfates sare assumed negligible and
only the depletion capacitance is assumed variable, diviir{g3-1) by (20) results in a greatly

simplified expression for Ceff, where W is the depletion wdlihing the emission pulse.

AC 2
« _ | G 28Qs 150

den (C, +Cu,) ) WN,

To a first order, the differential effective capacitance arifiogn a combination of interface
states and bulk trap states may be approximated by a swnrtiai equations corresponding to
the DLTS signal caused by interface states in the absérmdkostates and bulk states in the
absence of interface states. From this summation, it idyregubarent that the signals arising
from interface states or bulk trap states with set magnitudgbenattenuated or amplified with
respect to one another by varying the corresponding inswatdepletion thicknesses. This
effect has been touched on previously. Wang noted tkasiimals observed from bulk trap

states could be amplified in capacitive DLTS measurement®rpexfl on the gate of a
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MOSFET by biasing this MOSFET such that the channel regamima state of deep depletion

[26].

In the case of a MIS Capacitor, this same effect maydduped for small depletion widths
by increasing the insulator capacitance, or decreasing thiatmsthickness. In the case of large
insulator thicknesses, reducing the depletion capacitance toakh wlue by increasing the
resistivity of the semiconductor or by biasing into deep diepleccomplishes the same effect.
This is not a counter-intuitive effect when the series natfirthe insulator and depletion
capacitances is considered. The increase of the insubgiacitance relative to the depletion
capacitance necessitates that more interface charge ireceifuorder to maintain the same shift
in effective capacitance observed in DLTS because thecépacitance always dominates in a
series combination. Because this charge is fixed by tleemee of interface states, the signal
due to interface states must necessarily attenuate, everteadyning negligible in comparison

to the bulk state signal.

This effect is observed in simulations of DLTS transients wattiable oxide thickness and
substrate resistivity. These simulations were performeadnyerting (5-1) and (7-1) into
Riemann Sums for bulk traps with a set activation energyuracross section and trap density
and for interface states with a set state density and captoss-section. The variation in
surface potential was defined in order to determine the ehiandepletion width as well as the
energy range of interface state emission. The machinegseftina DLTS system, specifically
t;, b and b as well as the range of the temperature sweep wererdéefsimulation. Once the
variation in charge density betweatptand $tp was calculated for the interface as well as the
bulk, the insulator capacitances and depletion capacitaverescalculated and set in parallel to

simulate a capacitive DLTS signal.
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Increasing insulator capacitances or decreasing depletpatitances attenuate the DLTS
signal corresponding to interface states, leaving only thalsagsociated with bulk trap states in
the semiconductor. The effects of increasing insulatorcdapae can be observed in Figure 3,
where a decreasing insulator thickness forces a transitithe iDLTS signal from an extended
energetic band for thick insulators (corresponding to thefate state signal) to a signal due to
bulk trap states with discrete energies for thin insulators. €effieets for increasing substrate
resistivity can be observed in Figure 4, where an incrgasubstrate resistivity forces a
transition in the DLTS signal from an extended energetic f@nkighly conductive substrates
(corresponding to the interface state signal) to a signal diellkotrap states with discrete

energies for highly resistive substrates.

It should be noted that the linear summation of DLTS $gaasing from interface states
and bulk states is a reasonable approximation, but is notaslide signals from either source
become large in comparison to their constituent steady-stpaeitances because of non-linear

effects generated by the series combination of capacitances.
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Figure 3: Variable DLTS signals due to interface and budlkestwith respect to insulator thickness — This
simulation was performed for a sample with a hole carrier coratiemt equal to 1x16 cm?®, a ¢, value of 1x10s
and a bulk trap energy of/E.3eV with a voltage across the insulator equal to 1V andamitinterface state density
of 2x10° /eV-cnt.
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Figure 4: Variable DLTS signals due to interface and bullestaith respect to bulk resistivity — This simulation
was performed for a sample with an insulator thicknessl égqu®00A, a # value of 1x10s and a bulk trap energy
of E,+.3eV with a voltage across the insulator equal to 1V atfdami interface state density of 2X4G&V-cnt.
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The effect of interface state attenuation may also be expetatly verified. An Si
sample with resistivity in the range a2&m to 1%)-cm was cleaned and scribed. This samples
were oxidized in a Bruce 7670 thermal oxidation furnacés Was a dry oxidation consisting of
an initial ramp-up in nitrogen from 800°C to 900°C at a raatp of 10°C per minute followed
by a 40 minute soak in ambient oxygen. Following this stek $he temperature was decreased
from 900°C to 800°C at a cool down rate of 5°C per minlités resulted in the growth of a dry
oxide to an average thickness and standard deviation @8%hand 3.636A, respectively, over

the surface of the sample.

The sample was implanted with phosphorus to act as a bafsellDETS measurements.
The sample was implanted with the phosphorus isotope,a®am, energy of 60KeV, a tilt of 7
degrees, a rotation of 45 degrees and a fluence of-2®¥cn?. Following ion implantation,
photoresist was spun on the front-side of each wafehartibaked at a temperature of 150 °C.
The backsides of both samples were etched in a 10:1rBdfféxide Etchant (BOE) and the

photoresist covering the front of each sample was stripppgalvent and rinsed.

The sample was cleaved in half. Half of the sample wasaded at 450°C for 30
minutes while the other half of each sample was not ann@aledter to preserve the states
present in the bulk following ion implantation. Metallization wasggyened on the front and
back sides of both samples in a CVC Evaporator GlassAJgproximately 200nm of aluminum
was blanket deposited on the backside of each sample. Warsideposition of the same
approximate aluminum thickness was performed on the §ide through a shadow mask with

circular features ranging from 1mm to 5mm in diameter.
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MIS devices with diameters of 1mm were cleaved from saohple and were analyzed
using DLTS in a SULA DLTS system. The steady state capaetaf the sample was analyzed
from 5V to -5V. The capacitance-voltage response wed t define a square wave pulse for
DLTS analysis that biased each sample from a state of whdipletion, with the surface
potential approaching the flat band condition, to deep depetuith the surface potential
approaching inversion. The sample was cooled to 100khaatkd to 400K with measurements
of the capacitance transient taken every 0.25K as heatiogrred. These transients were
analyzed using a boxcar integration technique with windosetkat t=7 and §=2.3 times §
where ¢ is equal to the machine-defined variable time delay rangorg & ms to 0.1 ms, thus
varying the values ofith and #tp and changing the temperature positions of trap signals
observed in DLTS spectra and allowing an Arrhenius Ploetgemerated. The resulting spectra
were analyzed assuming a single-exponential dependereaning that any convolved peaks

were analyzed as though they were a single peak.
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Figure 5: DLTS Spectra of a p-type silicon sample implantéti e P isotope of Phosphorus — Analysis
indicates a small baseline signal superimposed with each Ilguiél.si This underlying base signal acts as a near-
constant offset and likely corresponds to the interfageakiglhe high quality of observed trap signals as wahas
lack of signal variation with voltage (not shown) indicateskktrapping. The DLTS spectrum in Figure 5a
corresponds to the unannealed sample while the DLTS spectriigure 5b corresponds to the annealed sample.
DLTS analysis biased each sample from a state of shallow depleith the surface potential approaching the flat
band condition, to deep depletion, with the surface potemjigdroaching inversion. (Plot Courtesy of J.
Senawiratne, Corning Inc.)

Analysis of the resulting Deep Level Transient Spectra detraied a similar
attenuation effect as that predicted in the simulated resulisaséline signal, equal to roughly
.2pF and extending from 100K to 350K and attenuating tghiguzero at elevated temperatures
is evident in the sample which was implanted and annealedré@&p). The baseline of the
measurement was small with respect to bulk state signals, aiosituiadicative of a thin

66



insulating barrier between the metal electrode of the MIS @apand the semiconductor. The
states observed during DLTS testing have maximum valudpmfin the unannealed sample
(Figure 5a). These states as well as the baseline samadtcbe attributed to interface states as
capacitive signal associated with these states correspontd#terdace state density of the same
order of magnitude as 1x1@&nT at the insulator thickness generated by the oxidation prazedur

This was derived using (23-2).

Another readily apparent effect of the thin insulator thicknissshe high quality
Arrhenius fit of all bulk states observed by the MIS Capacitbhis is indicative of minimal
distortion due to underlying signals caused by the interfabechwwould corrupt the
measurement of activation energy and capture cross sedtemstly, the lack of variation with
changing emission and capture potentials is also indicative dat¢keof interface states. A
changing potential setting associated with DLTS would shift thefacte state signal to reflect
the new maximum and minimum band position of the scan asd result, the observable
spectrum would shift. Moreover, the quality and calculat@des of Arrhenius Plots would

shift with this shifting voltage as distortion effects changeklis Was not the case.

3.3: A Spectral Fitting Program

It is @ common occurrence for peaks of similar energiesufgerimpose on one another
during the temperature scanning associated with DLTS. odtitthe aid of some computer
program to assist in spectral fitting, the separation of theakspis difficult, at best. In many

cases, two peaks will superimpose such that they appeamniafsingle peak with an unusually
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broad temperature signature. Spectral fitting providesamsef eliminating the subjectivity of

manual peak identification from the process of spectral sisaly

By utilizing the equations derived for the spectral response sihgle-sided junction as
expressed in Chapter 3, a simplistic program may beragedein order to perform spectral
fitting. Initially, a DLTS spectrum may be input into the pagrand the noise associated with
the measurement may be eliminated by use of a runnemgg@e or another advanced technique
such as a Fast Fourier Transform followed by filtering.thie case of the program created, this
smoothing effect is accomplished by means of a runniegage. A granularity is specified by
the user, who defines the number of data points to beagaertogether. By means of a Do-
While Loop, the program averages each group of poartesponding to the user’s selection and

assigns them to the temperature of the first point in the govegting a smoothed spectrum.

This smoothed spectrum is input into a Peak-Finder subroutth&h identifies peak
maxima and derives activation energies, capture cross+seetia trap densities based off of a
mono-exponential model (i.e. a single trap model). Thisdsraplished by a second Do-While
Loop which searches for points which are greater thaesjponding points to either side of their
position. The program may only find one peak maximura aine. The activity of this Do-
While Loop is modified by the user, who may specify atisigtemperature for which the search
for a peak maximum may begin, the minimum magnitude op#ak maximum and the spread
of points to either side of the point being analyzed at eaddtidie of the Do-While loop to
determine the maximum position. This derivation may be peadgd through the use of an
Arrhenius Plot as was developed by Lang, or with a fit dase the Half-Width at variable
amplitude, which will be derived. In the case of the Half-Widtbthod, the user may also

specify the number of points to either side of the maximurbetanalyzed for Half-Width
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calculations, the maximum and minimum magnitudes of the Ddidisal to be analyzed for Half

Width as well as specifying whether the “right” or “left” sidkthe peak is to be analyzed.

The resulting Arrhenius of Half Width Analyses yield express for the Activation Energy,
Capture Cross Section and Trap Density associated witrea geak. After the user specifies
which fits appear reasonable, the program uses the ecqudiaie spectral response of a single
sided junction to eliminate those peaks which the user hasaiedi@as properly identified,
leaving any signals missed by the sub-routine. This is asthiby inputting the computer-
calculated Activation Energy, Capture Cross Section and Desgsity into a subroutine which
generates a theoretical peak from the computer-specibadtants for a given temperature

sweep and subtracts the theoretical peak from the exgremhdata.

This procedure is repeated until all peaks have been iddntifi¢the input spectrum and
subtracted out. At this point, the program re-fits the spedryiwarying all activation energies,
trap densities and capture cross-sections, and analyzintptdlesquared error between the
spectral fit and the input DLTS spectrum as all identified tregradteristics are varied. The
resulting settings which result in the lowest total squared ereotaken to be the true trap
Activation Energies, Capture Cross-Sections and Trap DenBitighe measurement and are

output by the program.
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Figure 6: Program Design for Semi-Automated Fitting putnspectra undergo “fitting” where the signals are

smoothed, maxima are identified and the activation energy,dgapity and capture cross-section are calculated
given the position and shape of the signal with respeatachine constants. A theoretical peak with the same
constants is subtracted and the process is continued Urg#als are subtracted from the signal. At the user's
discretion, the extracted peak values may be input into attee-to give the constants which yield the lowest error

between the theoretical and experimental signals.

3.4: The Half Width at “N ™™ Maximum

The measurement of traps arising from analysis via DemjlLTransient Spectroscopy
utilizing a Boxcar Correlator has traditionally been achievedutyin the use of an Arrhenius
Plotting method. This DLTS method makes use of multiple bosmaelators to measure trap
signals over multiple sampling windows in a single temperatue®3 or, in some cases, over
several temperature sweeps - each of which make wubtesént correlator settings by alteration

of the delay time,ot An Arrhenius Plot may be generated by measuring thetireg positions
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in temperature space of each peak maximum and trackinghiéfwege in this position with
changing correlator settings. The changing correlator settsgociated with the changing
sampling window define a characteristic emission ratg, eThe relationship between these
variables and the characteristic emission rate defined hyitfu®w is derived by solving for the
derivative of a DLTS signal with respect to emission ratesattihg this derivative equal to zero

in order to extract the emission rate at the DLTS peak maxjrasiiollows [4].

epy = In(3) /[tp (2, — ;)] (25)

By plotting the natural logarithm of the quotient of the emissata, re, and the square of
the maximum temperature with respect to the inverse produbeahaximum temperature and
Boltzmann’s Constant, an Arrhenius Plot may be generatéthwields a linear function. The
slope of this function yields the activation energy of the &naglyzed while the intercept with
the In(a/ Tw?) axis yields the a function from which the capture cressian may be extracted

as shown in Figure 5 in Chapter 1.

This is an accurate means of deriving the characteristiasdekep level trap when no other
DLTS signals are close enough to superimpose on the maxiof the peak. The method is,
however, inefficient, only making use of a single data pget peak extracted by the
temperature scan associated with DLTS. Furthermorenththod is expensive, requiring a
substantial investment of time and capital. Generating an Aah&ot from a DLTS spectrum

using only one or a few correlators is time-consumingyiregy multiple temperature sweeps
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which may require days to complete. The alternative soltdi@nsubstantial time investment is
the purchasing of a large number of correlators, annsipe proposition. Lastly, Arrhenius
plots are very susceptible to distortion effects from sup#ipoing of peaks due to the
assumption of single-rate decay. Arrhenius plots provide iitdans of avoiding this distortion

effect because the peak maximum alone must be used.

An alternative to the Arrhenius Plot does exist. D.V. L&ag proposed a means of
measuring the Activation Energy of a trap from the Full WidtiHalf Maximum of a DLTS
spectrum derived from DLTS measurements made with a-loémplifier [27]. A similar
derivation is performed in this text for the Half Width at “Ntfaximum, where N is equal to
the ratio between the magnitude of a DLTS signal at any ptwng the curve of a DLTS peak
and the magnitude of the peak at its maximum. This novelatien provides the means of
using the entire curve of a DLTS peak to extract the activaimrgy and the capture cross
section of a deep level trap, enabling faster accuratel sigratification. Additionally, the
method described below may offer more versatility becaubalf-width measurement can be
used to avoid superimposed signals on the opposite sidBIoT @ peak from the side on which

the measurement is taking place.

As demonstrated previously, the emission rate for a gregnis dependent upon a variety of
constants, including the activation energy, the capture sexsion, the density of states and the
thermal velocity. The only variable which the emission ratdejgendent upon for a given trap
state is the temperature at which the measurement is being rhds, a DLTS peak may be
transformed from temperature space to emission rate apddeack again at will and two points

on a DLTS curve may be defined by an emission rate fustsily as they might be defined by
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the temperature. The emission rate at any point along &[@LUive, gy, may be related to the

emission rate at the point at which the maximum occuys,by some constantpk

ey = Kp€pu (26)

The emission rates along the curve and at the peak maxmayrbe related to their
constituent temperaturesy Tand Ty. This is accomplished by using the definition of the
emission rate as expressed in Chapter 1, wheepresents the capture cross-section of the trap,
yT? represents the product of the density of states in the ityajarrier band multiplied by the
thermal velocity of the majority carrieAE is the energy jump between the trap energy and the

majority carrier band and k is Boltzmann’s Constant.

T _aE/ . T _AES
CI.,};T:GE AESETy — kﬂg};j':we AEkTyy (27)

Because for a single trap species which traps the sajoetgearrier, the capture cross
section, thermal velocity and density of states are equaj éh@nentirety of the curve, andy
may be eliminated from the equation. The squared temperems may be separated from
their corresponding exponential terms and the natural logatiten of both sides of the
equation. After some algebraic manipulation, the following eguaesults for the activation

energy. The form of this equation is critical as it demonstrateneans of measuring the
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activation energy of a DLTS peak which has no dependenceapture cross-section. This
facilitates the calculation of trapping characteristics becaosterative solution is required to

extract important parameters.

kin(koTiy /Ti)

AE =-
(1/%Tpy -1/ kT3

(28)

Assuming l¢ may be calculated, an expression exists for the activatiergen The
resulting value of the activation energy may be input into xipeession for the emission rate at
the maximum of the peaked DLTS function. Because thesvalithis emission rate is also
defined for the maximum of the DLTS peak through the nm&chonstants;tand ¢ as well as
the delay time,d, a value for the capture cross-section may be derivesjbgting the machine-
defined emission rate at the maximum to the definition of thisston rate at the maximum

defined by the maximum temperature, and solving for theioapross sectiom,

1n($2) /it (e, —,)]

o= './I:ﬁ{ IRy (29)
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Figure 7: Variation ofAC/Co with respect to the Emission Rat&)(for a generic DLTS signal — The machine
settings for this particular measurement were a value ob2tg ¥ for ¢, and 5x10 s for b.

No expression yet exists for the constant, ko, which retaeswo emission rates. In
order to solve for this constant, the equation for the ecstvape of a DLTS peak must be
transformed from temperature space to emission spadeseasbed earlier. As also was stated
earlier, the expression for the DLTS peak as a functidgheoémission rate may be differentiated
to yield the expression in (3) for the emission rate at th& peimum, which is, again, a
function of the two machine constantsahd t as well as the delay time,.t The emission rate
along the curve may be related to the emission rate at tienoma through k, as before. By
substituting this known pair of emission rates into the definitioa DLTS peak, a complete
expression may be derived for the peak magnitude at loattsp By deriving the magnitude of
the point along the curve of the DLTS peak by the magnifidlee maximum, an expression for

N in terms of {, &, tp and l may be derived. Because all of these variables ansrkaath the
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exception of ks, this serves as an ad-hoc derivation fgr\which is obviously dependent upon

the rate window as well as the point on the curve being sdmple
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Figure 8: The variation the scaling constagt,flr variable “N” and variable settings.
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The resulting function is peaked at the point where bothd\kgrare equal to one, this
point being the maximum of the DLTS peak. The left hand efdhe function shown in Figure
7 and Figure 8 corresponds to the left hand curve oDtHES peak, and it attenuates rapidly,
reaching the point where both N angl&e equal to zero. On the right hand side, the function

attenuates slowly, only approaching a value of N equakto as l approaches an infinite
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value. As is readily observable, the left hand side ofuhetion does not vary strongly with
varying values of the machine constantard $, tending toward the expression derived from the
derivative of the exponential decay function (that being tliret pdhere { and ¢ are equal). This
is not the case on the right hand side of the equationthe\salues ofitand ¢ separate, the
magnitude of the function rises quickly, diverging muchrencapidly from the expression

derived from the case of a perfect derivative.

The function provides a useful means for extracting theecbis value necessary for
analysis of the activation energy in a situation where the [gehking fitted manually. In a
computer program, however, the inherent delay associatedawprogrammed look up table
necessitates the generation of two polynomial fitting functidiasimg an observed value of N to
its corresponding value obkThis is accomplished by separating the function relating ky &t
the point of the peak where N ang &e equal to one, switching the dependant and independent
variables of the resulting functions and fitting the resulting esiia a polynomial expansion.
The result of this procedure is two separate polynomiatifums; one representing the right hand
side of the equation and the related DLTS peak and tlee mgpresenting the left hand side of

the equation and the related DLTS peak.

The polynomial function is an adequate first-order appmaton, but the inherently
sensitive nature of the measurement of activation energypanéat any deviation from the
theoretical function results in substantial noise inherent in tleEsunement. For a fit utilizing a
sixth order polynomial expansion, the error associatedth&tmeasurement remains reasonably
steady with the standard deviation of the activation energy, thitherror at around 3% of the
true value of the peak energy and rapidly increasing% for low-energy, high capture cross
section peaks. This error is magnified significantly faptare cross-section measurements
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because of the fact that the activation energy and anyiertbe derivation for this energy are
contained within an exponential term in the equation used fosirte the capture cross section.
In the worst cases, associated with high energy and I@iureacross section species, this
variation can result in standard deviations exceeding am ofdaagnitude or more in capture
cross-section. This effect is greatly reduced in casesemMme standard deviation associated
with the activation energy error steady at around 3% or ldasthese cases, the standard

deviation associated with the capture cross-section is lesanh@der of magnitude.

In order to verify the utility of the fitting function describatiove, an experiment was
planned in which a MOS Capacitor was fabricated in the fagéscribed in Section 3.2. This
MOS Capacitor was fabricated on a P-type Si sample wikistivity in the range of 8-cm to
15 Q-cm with an average insulator thickness and standard deviatia87.19A and 3.363A,
respectively, over the surface of the sample. The sawgdamplanted with the boron isotope,
B11, at an energy of 45 keV, a tilt of 7 degrees, a rotaifal5 degrees and a fluence of 2%10
B'Y/cn? and was put through the same post-implant processihbiasing, analysis and heating

conditions for DLTS as was described in Section 3.2.
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Figure 9: The DLTS Spectra of as-formed and annealed sanfi@de®84l ion implantation. Figure 9a represents
the DLTS signal resulting from analysis of the as-formedpa implanted with B11. Figure 9b results from the
DLTS analysis of the annealed sample. Two peaks, one at fopetature and one at high temperature were
observed. The low temperature peak contains a shoulder, inditladit it results from two separate deep level trap
signals.

Analysis with HWNM fitting demonstrated the presence of twpasste peaks in the
peak-shoulder combination, which resulted in complete eliminafitime combination observed.
Analysis of the low-temperature peak in Figure 9a demdestrthe presence of a single
dominant peak as well as a shoulder on this peak whichdgeto a secondary convolved signal.

One peak with an energy equal to approximatety.E7eV and a capture cross section equal to
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approximately 5.8x1¢? cmi? was observed in this peak-shoulder combination. Thisnetof
the same approximate value as was extracted from thendughilot identification, changing the
identified peak from a carbon-oxygen interstitial bond to aleiney. This result is not
surprising given that the presence of a secondary peé#kisirow-temperature signal would
likely change the position of the observed peak maximalsg changing the results of the
Arrhenius Plot. A secondary peak was observed witnangy equal to\=.38eV and a capture
cross section of 7.06x10 cm?, which corresponds well with the carbon-oxygen interstitial
bond. Lastly, a peak was observed at higher tempegatith an energy of B.55eV and
capture cross section of 2.78xf0cm®  This fit well with experimental measurements
performed by Arrhenius Plotting, which is not surprising gitieat no significant shoulder is
present in this high temperature peak. The successfiysanaf the DLTS spectrum of the as-
formed sample indicated that fitting via a HWNM method is &lei@ption. Furthermore, this
analysis demonstrated several positive attributes of HWNM fikieygpnd efficiency. Note that
because of the high numbers of data points availabléttiog, HWNM fitting procedures are
highly sensitive to distortion. The range over which thesmesment is made may be altered to

avoid distortion effects.
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Figure 10: A sample spectrum from the as-formed B11 ingdaeample. This spectrum was analyzed with the
HWNM measurement and the energies of the two dominant peales extracted over the full range of their

magnitudes, demonstrating distortion effects (non-constandicted energies) which were avoided during the final
fit. The DLTS signal is indicated by the single unbrokemd in the figure. The extracted energies of the dominant
peaks in the low-temperature and high-temperature signalsvarely the two broken lines.
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Chapter 4: Molecular Hydrogéon Implantation Experiments

4.1: Kinetic Differential Analysis

In order to properly correlate structural defects to tbefresponding electrical effects,
an analysis of the dynamic annealing characteristics sfralttural and electronic defect species
is required. The simplest method for making this correlatiaingsanalysis of the annealing
kinetics of both structural and electronic defects with redpetemperature and time. It would
seem reasonable to make the assumption that the electronierpaut of a structural defect
should possess the same kinetic characteristics associatetisvgenesis and destruction. That
is, the reactions giving rise to and eliminating electronic defgutglld be the same as the
reactions giving rise to and eliminating structural defects. sTliere should be some
correlation between the order of reaction for electronic sinettural defects, their activation

energies, and their associated rate constants.

The general method of analysis for an unknown sysfer@actions is a detailed analysis
of the concentrations of reactants and products over &taimpe and time range corresponding
to the typical range of activity for the reaction system. idfi@ns in temperature allow analysis
of the thermodynamic characteristics of the reaction, incluthegactivation energy and rate
constants associated with the reaction. Variations in time atloantlysis of reaction order and
the corresponding form of the reaction itself. These measnts require a substantial

investment of capital as two separate dimensions of a dggage must be fully characterized.

There is, however, a means of reducing the desigresplaich must be investigated from

two dimensions to one. The fundamentals of this techniquebwilliscussed and a simple
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experiment will be performed to act as a general proofootept for the execution of this

technique. In general, the kinetic characteristics of a ida¢meaction may be specified in the
expression for the reaction rate. This rate is the pradubermodynamic components (present
in the reaction rate) and mechanistic components (preseré exffonents appearing above the

concentration terms).

The rate constant is ordered much like the rate associdte@WLTS spectrum. The
rate constant may be expressed as a function of the tthgmanoic order of the reaction {jTa
“rate constant” g, which takes into account the steric hindrance factorsapitire cross section
associated with the reaction, and a Boltzmann statistic assosi#itettie activation energ\yE)
of the reaction. The mechanistic order of the reaction mulipht the thermodynamic rate
constant of the reaction. Regardless of whether the amnpdeing studied is a reactant or a
product, the mechanistic order of the reaction is an esipresf the products that feed into the
reaction. The concentration of each reactant multiplies intortbehanistic factor of the
reaction. For the following reaction mechanism, the reactiva is as follows, where k is

Boltzmann’s Constant [30].

xA+yB— A.B, 1)

B — p, T exp (—AE/KT) 4B (2)

dt

Because the reaction rate and its associated kinetics are ogliarcollision model, it is

unusual to see any reaction with a mechanistic order vilveexponents add up to anything past
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two, and no experimental evidence exists for a mechanister greater than three present in
nature. In many cases, one reactant will exist in mugedaoncentrations in a system than the
other reactant. In this case, the reaction kinetics are dmdibs the most dilute reactant. This
is the case in situations such as lon Implantation, whereutmber of implanted reactants is
typically much larger than individual defect species gateer by high-energy ballistic injection.
In general, when a reaction of unknown mechanism isgbsamsidered in a solid system, the
reaction rate above may be simplified to the following exwoes where the Nis the
concentration of the reactant or product being analyzedraiglthe mechanistic order of the
reaction. It should be noted that the thermodynamic ondés,no longer present in the equation.
The effects of this thermodynamic order are largely negdigiba solid system. It is from this

expression that the method is derived.

2 = y, N, ™exp (—AE/kT) (3-1)

dt

% = v, (Ng + Nyg — Np)Mexp (—AE/KT) (3-2)

In the above derivation, the (3-1) represents the diffefeatisociated with a decay
reaction. In the case of the generation reaction (exgress@-2)), some reactant with initial
concentration iy decays to form N Thus, the rate may be expressed as a function of the
remaining reactant concentration, which is simply the differdmetween the initial reactant
concentration and the difference between the product cwatien at any point during the

reaction, N and at the onset of the anneajpoN The overall method functions by comparing the
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concentrations of constituent reactants and products in fornasd sample (representing the
initial conditions of the reaction) and comparing them to sangsiesaled for a short period of
time. The change in reactant and product concentrationedetthe as-formed sample and
samples annealed at variable temperatures constitutes a ddiéietential of the reaction
kinetics as a function of time, which may be approximatedhbyreaction rate because it is,
itself, a perfect differential of these kinetics with respect tetinlrhe first step to deriving this
discrete differential is defining the resulting integral of an ahjtreaction of fi order, reaction
velocity W, anneal temperature T, anneal time t, and activation engrgyrhis is accomplished

by performing the indefinite integral of (3-1) and (3-2)][31

Y0 oxn [—ﬁEfij): (4-1)

NG

ﬂ=[1+(n—1)t

Npg

Ng+Nyg —Nt — _ _ v _ 21— _
R [1 (n = tp—aexp aa;m] (4-2)

85



1.2000

1.0000 [ETTTIORTR

0.8000 . L

o + NT(growth)
0.6000 =

. = NT(decay)

0.4000

0.2000 L.

0.0000 =7 . . : : .
300 400 500 600 700 800

Figure 1: Variations in NNro with respect to temperature for a generation reaction and decaymeadthis
particular plot was generated for a reaction with a reaction ordef #x1.5, an activation energy equal to 1eV and
a normalized reaction velocity equal to 4.5%{@m>s™).

As before, the first term represents a decay reaction t@leecond equation represents
a generation reaction. The natural logarithm of the rateesged in (4-1) and (4-2) may be
approximated by the second term and its associated sign ralaltiplied by the inverse of (1-n)
if this second term is much smaller than one. This is adtsimed by making use of a Taylor
expansion of the natural logarithm. In the case of arggoe reaction (3-2), the resulting

natural logarithm is positive. For a decay reaction (3kHB),natural logarithm is multiplied by

-1.

in () & —texp (-AE/T)  (51)

NG

In (w) 2 t % exp(—AE/KT) (5-2)
Ng

Ng +Nto
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By evaluating the ratio of natural logarithms of the concentratiobserved if two
separate samples are annealed for the same time buemliffemperatures, an expression may
be derived which yields the Activation Enthalpy [32]. Thiaynbe achieved because the anneal
time, reaction velocity and initial reactant concentrations amstaot irrespective of the anneal
temperature. The natural logarithm of the ratio of the nalogalrithmic concentration at two
separate temperatures, dnd b, multiplied by the Boltzmann Constant and the inverse of the
difference between the second and the first inverse tetnpesas taken and the result is as

follows.

_1 . B
~plio L (N7, /Ng ) ;
AH & k[T.. : ] In 7S (6-1)

AH 2k [L _ i]_l In lﬂ'f[ﬂia +*'*im —*'*iT-_]e“[J‘-ia +*‘-im » (6-2)
T, T, In([Ng +Nrg —N7g 1/ [Mg +NTg 1P

If the equations for the concentration variation with respetérgperature and time are
further explored, a second equation may be expressderiice the reaction velocity. This is
accomplished by taking the natural logarithm of the ratio @fr#actant concentrations observed

at the two separate temperatures. The resulting derivatisriodaws.

v, = (Cﬁ—:) In (::;—:) [exp (—AE/KT;) — exp (—AE/kT,)] (7-1)
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i-n T N — N
vo = () In (202 [exp (~AE/KT,) — exp (~AE/KT,)] (7-2)

The term representing the initial reactant concentratigh”, @nust be assumed for a
given value of n, which means that the derivation fprsvnot completely independent of the
reaction order, n, and some iterative process is requirekrige the order and the reaction
velocity. At low implant doses, it is assumed that the relathage of entropy in a crystalline
substrate is small as implant damage is removed becauysiease change from crystalline to
amorphous material occurs as a result of implant damalges, the activation enthalpy may be

assumed to be equal to the activation enexgy,

The model described above remains powerful despite theéreeent of an iterative
process to separate the effects of the reaction velocityhangaction order. By making use of
this method, a user may derive the temperature and timendipee of a set of solid state
reactions by observing the change in reactant and pgredacentrations over a series samples
annealed at a constant time at a variety of temperaturgmgainom “room temperature” to a
user-specified limit. This has the potential for reducing agdespace by a full order of
magnitude in size. Naturally, the accuracy of this modeerg dependent upon the degree to
which the second term in the expression for the variatidheofeactant concentration, as shown
in (4-1) and (4-2), is less than one. To this end, itisatageous to reduce the annealing time
as well as the annealing temperature associated with the egperionthe smallest possible
magnitudes. A general rule of thumb regarding the Tdylgransions performed is that if the

second term in the equation computes to a value of one derdss, the Taylor Expansion
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should be accurate to approximately ten percent, makinggpeximation using this Taylor

Expansion accurate enough for use in the derivation

4.2: Experimental Procedure

In order to verify the utility of the expressions developetbw, isochronal annealing
curves were developed for analysis. MOS Capacitors fabricated in the fashion described in
Section 3.2. They were fabricated on a P-type Si sawifiiea resistivity in the range of@-cm
to 15Q-cm with an average insulator thickness and standard devadtiosv.58 A and 5.748 A,
respectively, over the surface of the sample. The sampke implanted with molecular
hydrogen, H', at an energy of 20 keV, a tilt of 7 degrees, a rotatie¥balegrees and a variable
fluence ranging from 1x16 Hy/cn? to 1x1G* Hi/cnfand were put through the same post-
implant as was described in Section 3.2 with the exceptioarging the annealing temperature.

The annealing temperature for the samples being investigatied from 300°C to 600°C.

These samples were labeled according to their implantespeiose and intended post-
implant anneal status (that anneal status either being asdfamannealed at 600°C for 30
minutes). Following analysis of those samples implanted tihvarying H* dose, a second
batch of both p-type samples were implanted with a fluehde 0™ H,"/cn? which was found
to be the optimal dose to generate proper characterisbos LTS in both. This dose
demonstrated optimal operation in an as-formed state as weheas annealed at 600°C for 30
minutes. In the case of a selected dose of ‘Bxdg/cn?, poor DLTS characteristics of the
annealed sample, likely caused by an insufficient Molecdiamrogen dose to induce self-

sintering of the Silicon-Oxide interface, precluded the usea ¢dw-dose treatment for the
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formation of DLTS samples. Conversely, in the case sdlacted dose of 1x¥0H,"/cn?, the
poor DLTS characteristics of the as-formed sample, likalysed by excess insulator damage
caused by the high implant fluence, precluded a high ffom use in DLTS treatments. New p-
type samples implanted with,Hat a fluence of 1x8 H,"/cn? were annealed at temperatures
varying from 300°C to 600°C at 100°C increments with carade left over for analysis as an
as-formed sample after implant. It was this last set of kesmyghich would form the core of the
proof of concept experiment for evaluation of Deep LevapTannealing characteristics through

the use of Kinetic Differential Analysis.

Control of the depth probed into the bulk was accomplisheddsuming a constant
doping between wafers and maintaining a constant surfammt@b during the filling and
emission pulses from sample to sample. This was acconplishelefining the depletion
capacitances necessary from sample to sample in terntBeofonstituent accumulation
capacitance, which is simply the Oxide Capacitance, andntfegsion capacitance, which is
simply the depletion capacitance with the Surface Potential emtwwice the Fermi Potential, as
well as the ratio (r) of the Surface Potential to twice thenF&otential. By noting that the
depletion width depends on the inverse squared root afatiee between the surface potential
and the Fermi Potential and thus the depletion capacitanas waith the squared root of the
ratio, the following expression may be derived for the éffecapacitance observed for an MIS

Capacitor with the depletion capacitance in series with the @agacitance.

Cimp Cox
s — “instox (g
eff Eux-\.'r'+l‘_'muli1—-\;r}( )
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Figure 2: Capacitance Voltage data for DLTS MIS Capacitors -olbkerved shift in flatband voltages between the
room temperature sample and annealed samples is assumed toeldebgaiosiized charges in the oxide caused by
the ion implantation of hydrogen into the sample.

Samples were cooled to 100K and heated to 400K with mexasuts of the capacitance
transient taken every 0.25K as heating occurred. Thasgdras were analyzed using a boxcar
integration technique with windows defined at @hd 2.3t where p is equal to the machine-
defined variable time delay ranging from 5ms to 0.1ms. rEsalting spectra were analyzed
assuming a single-exponential dependency via a combindtiamhenius plotting and HWNM
measurements.  Kinetic Differential Analysis was performad the resulting DLTS

measurements by determining discrete differential rate ofioeabetween the as-formed sample
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and samples annealed at variable temperatures. Thisdifédiwas evaluated by comparing the

magnitude of peak maxima from one sample to the next.

Oxide StDev
Sample | Anneal (°C)| Oxide Thk (A)(A) Emission Pulse (V) Filling Pulse (V|

15-2 Room 189 2 -1.65 -1.85
15-1 300 189 2 -0.75 -0.95
14-2 450 191 3 -0.5 -0.8
14-1 350 191 3 -0.85 -1.05
16-2 400 191 3 -0.6 -1.1
16-1 500 191 3 -0.9 -1.1
17-2 550 190 3 -0.7 -1

17-1 600 190 3 -0.85 -1.1

Table 1: Sample Preparation data for DLTS Samples — DLTSIsswere annealed at varying temperatures after
subjected to an oxidation. The average thickness and standaatioteof this thickness are tabulated above along
with the applied emission pulse voltage and filling puiskage, which are tabulated with the sample ID.
Following the generation of DLTS MIS Capacitor samplesetailéd above, four double
polished bare 4-inch wafers with a p-type resistivity in #imesrange as the MIS samples were
implanted by Core Systems Inc. on a rotary ion implant2® &eV with a tilt of 7 degrees and a
dose of 1x1¥ H,"/cn?”. One sample was maintained as an as-formed samplesehida other
samples were annealed for 30 minutes in a temperatua@@é of 300°C to 600°C with steps of
50°C. These double-polished samples were analyzesirtatural defects using MIT-IR. MIT-
IR measurements were performed on the implanted sanipés,as-formed and annealed,
between 2300 and 1800 ¢rat quarter cim increments. This measurement was also performed
on a virgin double-polished baseline sample where no ion intgtian step was performed. The
infrared beam used for attenuation analysis was guidedghra single crystal silicon prism

with a 3Qum groove etched in the center and with a bevel angle“of Be infrared beam was
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directed perpendicular to the beveled edge so that teetieé angle of transmission into the
samples being analyzed was approximately 30°. Thentiasi®n signals from the implanted
samples were divided by that of the baseline sample antegaion of the natural logarithm of
the resulting ratio was taken to yield a series of MIT-IREBpecorresponding to observed defect
density signals. Signals which demonstrated longevity avbroad temperature range were
analyzed using Kinetic Differential Analysis by determindigcrete differential rate of reaction
between the as-formed sample and samples annealedaélevéemperatures. This differential

was evaluated by comparing the magnitude of peak maxomadne sample to the next.

4 .3: Results and Discussion

Analysis of MIT-IR Spectroscopy data in the annealing tapire range of 300°C to
600°C and comparison of this data to an as-formed saonpléded information regarding the

annealing kinetics of defects formed by the lon Implantatidrydrogen into silicon.

Species Wavenumber (¢in
IHx 1950,1960
VH1 2025
VH; 2127
VH3 2180,2161
VH4 2209

Table 2: A compilation of IHx and VHXx vibrating mode abgamp wavenumbers.
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Six separate resonant states were observed during ianalysese signals included four
resonant states corresponding to three separate decaeaterty species and two resonant states
corresponding to the decorated interstitial species, THhe resonant states corresponding to IH
which demonstrated substantial activity through the annealingetatope range were those
belonging to 1950 cthand 1960 cil. A single resonant state belonging to Mitas observed
at 2127 crit. Resonant states belonging to Mt 2180 crit and at 2161 cthas well as a single

resonant state belonging to VH4 at 2209'amere also observed.
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Figure 3: MIT-IR Spectroscopy Data (Courtesy: Greg Buchani@g Incorporated) — This data was taken from
Double Polished Si wafers annealed in a temperature rangedam temperature to 600C. YHefects as well as
IH, defects were observed through the entire temperature rangdrogdg bonded to internal <111> interfaces as
well as trapped FHmolecules were observed in the as-formed sample.
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The magnitude of the MIT-IR signal, which itself is linearlglated to the defect
concentration within the ion implanted region, demonstrated thateborated silicon interstitial
defect, IH decayed rapidly after its genesis during ion implantation. eMdence of a
generation reaction at low temperatures was observed. eAdettay of IH proceeded out to
450°C, a generation reaction was observed at high temperathich substantially slowed and
even halted the rate of jHlecay in the 450°C to 550°C temperature range. Theeotnation
for IH, in this regime was approximately 30% of the initial concentradioserved in the as-
formed sample. The decay of JHesumed, approaching completion at 600°C, where a
secondary decay reaction must have become dominant.isTaisignificant observation. iH
has been theorized to contribute catalytically to the reactiooxygen in silicon during the
formation thermal donors. If the decay of,lkhay be slowed by a generation reaction at
moderate temperatures between 450°C and 550°C, it mayibobe substantially to the
formation of additional thermal donors in this same temperatumge, resulting in enhanced n-
type behavior in annealed samples which might compensaeearinvert the dominant carrier

type of a sample, even at high temperatures.

Unlike the MIT-IR signals corresponding toJHhe MIT-IR signals corresponding to the
decorated vacancy defects indicated the dominance of gmneration reaction at low
temperatures below 300°C, as the observed signal magnisdesiated with Vi VH3; and
VH,4 were higher for the sample annealed at 350°C than ésdmple kept in an as-formed
state, as shown in Figure 5 and Figure 6. This sugtiegtthe efficiency of any heat sink which
samples are affixed to during implantation as well as the iassdctemperature at which
samples are implanted may contribute substantially to the emhanter reduction of decorated

monovacancies in samples implanted with hydrogen. Aydezation dominated the annealing
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kinetics in the temperature range of 350°C to 500°Cha#/is in Figure 4. In the 500°C to
600°C range, this decay reaction was stalled temporarilg bgcondary generation reaction.
This reduction of the decay kinetic at elevated temperaturgdeneesponsible for the enhanced
p-type carrier concentrations observed in samples afteraling at elevated temperatures in the
500°C to 600°C range. Monovacancies decorated with @ve hydrogen atom are generally
considered to be acceptors. It should be noted thatl#iveereduction of the decay rate due to
the generation reaction occurring at temperatures in erE&9°C result in the maintenance of
a constant concentration equal to approximately 15% of ttiermgd concentration and, as
such, are smaller than the secondary generation rateiassowith IH, which is readily
observable in Figure 7. In the case of the obsetieedy of the 2161 cfnpeak associated with

VHg3, this secondary generation reaction doesn’t manifest itsallf at

2.50
2.00
—4—2209 /cm - VH4
——-2180/cm - VH3
1.50
§ —#=2161 /cm - VH3
S
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Figure 4: MIT-IR spectral intensities with respect to tempeeat Evidence of some generation reaction at low
temperatures is evident as well as a secondary generation restitbrslows decay at elevated temperatures. This
is the case for all spectra, but is more readily apparent forateddnterstitials than for decorated vacancies.
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The as-formed sample generated by ion implantation deratetsta substantial number
of additional peaks past the group listed above which nsedehemselves as a band extending
from 2066 crit to 1931 crit as well as a single peak at 1832tnThe band is comprised of a
series of peaks representing hydrogen bonded to ihteunfaces as well as denuded internal
surfaces while the peak at 1832 tmepresented molecular hydrogen trapped by internal
surfaces. The observable peaks within the band at 805as well as 2066cthrepresented
hydrogen bonded to the internal surfaces of a (111)agistm loop while the peak at 2025¢m
represented the VH monovacancy defect. This defecta@rout at a surprisingly low
temperature; all but disappearing after a 30 minute anne@0&C3s performed. It is likely that
this defect along with the dissociation of the (111) dislocdtiops, which also decay fully by
400C, contribute to the substantial generation of monovaakefegts decorated with more than

one hydrogen atom.
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Figure 5: Fitted and Normalized Data for 2209'camd 2180 ci — This data indicates that a weak secondary
generation reaction is occurring, and that a reaction order obxdpyately 1.5 yields a reasonable fit to the decay
reaction data.
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Figure 6: Fitted and Normalized Data for 2161"cand 2127 ci — The presence of a secondary generation
reaction is not suggested out by this data. A reaction ofdgsproximately 1.5 yields a reasonable fit to the decay
reaction data.
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Figure 7: Fitted and Normalized Data for 1950’camd 1960 ci— The presence is readily evident in this data. A
reaction order of approximately 1.5 yields a reasonable fiteal¢cay reaction data.

Differential analysis of the variations in defect concentratitth respect to annealing
temperature were made possible by redefining the equatoresponding to analysis of a decay
reaction by normalizing to the maximum concentration and tredtiag though it were the
initial concentration. This maximum occurred at 350°C for alp tspecies. This alteration
roughly corresponds to an assumption that any genereg@ction possesses an activation
energy barrier that is sufficiently small that the reaction icowich more rapidly than the decay
reaction at the temperatures at which the decay reactionsbegoiominate the kinetics. The
generation reaction will have already run to completion byithe the decay reaction begins to
eliminate defects. It should be noted that this assumption iamatcurate one for situations
where the decay reaction results in species which areantgsdh the generation reaction. After
normalization to the curve maximum, the reaction order wesrdaed iteratively by varying n,
calculating the resulting activation energy and thermal veloaty the experimental curve and
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observing the squared error between a generated andvihe experimental curve. The case for
determining the reaction order was the point at which the eduaror between the generated
theoretical curve and the experimental curve was minimizdds &rror was only considered
along the points analyzed to determine the activation enadyyeaction velocity so as to avoid
any convolution with high temperature generation reactionshmmwould skew the reaction
curve to lower activation energies and reaction velocities. “3émond term” used to evaluate
the validity of the Taylor Expansion used in deriving bothattévation energy and the reaction
velocity was maintained at a value below two tenths. Thiglagenerally be accomplished by

avoiding any points along the annealing curve there the @aldéCo strayed below four tenths.

Analysis of the temperature response of the reactioarditfial was complicated by the
coarse granularity of the measurement with respect to tatper In some cases, only two
separate points on the decay curve could be used tadatalthe activation energy, yielding a
single measurement of the activation energy from which thavi@ of the annealing curve had
to be derived. This error likely contributed to errors inrgrection velocity, as well. Despite the
threat of significant errors, theoretical reaction curves vgemrerated which fit closely with
experimental data. It may be assumed that this fit would peoirad and the errors associated
with reaction velocity, activation energy and reaction ordéaetion could be greatly reduced

by moving to a finer temperature granularity in the measemném
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2209 2180 2161 2127 1950 196(

n (9 1.50 1.45 1.44 1.41 1.55 1.48
AH (V)| 1.21 1.02 0.94 0.80 0.69 1.14
vo (sY) | 4.86x16 | 2.09x10 | 1.53x16 | 1.98x16 | 8.21x1d | 2.81x16

Table 3: Extracted Reaction Coefficients for IR Spectra — Téiig mhdicates a common reaction order of roughly
1.5. The activation enthalpy of the decay reaction appearsctease with increasing defect decoration for
monovacancy defects.

Analysis of the primary decay reaction observed in the-MITstudies indicated a
reaction which is likely self-catalyzing, with a reaction erdeund 1.5. This indicates that the
reaction is not simply brought about by the dissociatiaetéct species. Nor is it brought about
by the collision of hydrogen with observed defect specid$ere exists some interaction
between defect species associated with the reaction. Anotbegsting energetic characteristic
associated with the reactions observed with MIT-IR is the @serein activation energy
associated with decay as “decoration” increases. As vagaaies gain additional hydrogen
atoms, they transition from activation energy of approxirgagdV for VH, to an approximate
activation energy of 1eV for ViHo an activation energy of 1.2eV for YHIf this effect proves
to be statistically significant, it indicates that the likely pathwayédaction is not dissociation of
decorated molecules followed by the recombination okoadated Frenkel Pairs. Rather, the
reaction pathway is the increased decoration of monovasancVH becomes VHwhich
becomes VR which yields VH which combines with other VHmolecules to create decorated
multivacancies. As the “decoration” of the monovacanogcigs increases, the interaction
between bonded hydrogen atoms increases and the eeqrgsed to force an additional atom

into the defect site and promote the monovacancy up toetktermost defective site increases,

which accounts for the trend of increasing activation gnerth increasing “decoration”.
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An additional noteworthy characteristic is the similarity in reactoter for the dual
peaks associated with \ditaround 1.45) but differing dissociation energies. If ta@siation in
dissociation energy is statistically significant, this may be afcatat that the two peaks
generated for VHl correspond to different molecular coordinations where orwecular
coordination is more permissive of further decoration to fofiy than the other molecular

coordination.

AE AE
Trap| Species| AE (eV) | Max Min o (cn?) o Max o Min

H1 | VH2? 0.149 | 0.153| 0.146 7.37x70| 1.07x10% | 5.07x10"
V1 | V++ 0.118 | 0.134| 0.101] 5.56x10| 4.21x10'"° | 7.02x10"®
H2 | VH3? | 0.161 | 0.168] 0.154 2.55xf0| 4.40x10'® | 1.48x10"®
H3 | IHx? 0.186 | 0.194| 0.178 8.41x¥0| 1.52x10" | 4.67x10'®
V2 vV 0.228 | 0.233| 0.223| 4.49xtH | 5.72x10" | 3.52x10"
F1 | Bi-Hi 0.552 | 0.563| 0.541] 4.40x10| 6.78x10" | 2.86x10"
F2 | Bi-Hi 0539 | 0.549| 0529 4.55x10D| 6.49x10" | 3.19x10'°
Cl | Ci-Oi 0.378 | 0.388| 0.368 8.54x10| 1.44x10" | 5.05x10
Bl | Ci-Oi 0.303 | 0.342| 0.263 4.28x¥0| 6.06x10™ | 3.02x10'°
B2 ?2? 0.664 | 0.714] 0.614 1.18xP0 1.24x10° | 1.12x10"

Table 4: Observed trap species — Variable trap species were obsenwe800C to 600C. These trap species
included monovacancies and bonded double-vacancies, ind¢sitbon-oxygen bonds, interstitial boron hydrogen
bonds and defects attributed to decorated monovacancies antitiglters
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Figure 8: Normalized DLTS Intensity Data — Data ranging fthenas-formed state to a state corresponding to an
anneal performed at 600°C is included. Additionally, thesujgerposition of each DLTS peak and the resulting
contributing spectra are included.

The large band of defects observed during MIT-IR mesmsents of the as-formed
sample is also observed during DLTS measurements. Intestaseparate defects contributed to
this observed band. Of these ten defects, two manifegietséiives at traps at energies of .38eV
and .33eV above the valence band and capture craamsaaf 4.3x10° cnt and 8.5x108° cn?,
which put them in the cryogenic temperature range associatbdnterstitial carbon-carbon
bonds. Assuming that this defect is the same as the deéscribed in literature as
corresponding to the VVHlefect, it may be reasonably stated that the fit which yidliedesult
in literature was to a carbon-carbon bond, not to the défiect. Of these two defects, the defect

at .33eV demonstrated a very poor fit with a standard tiewiaof nearly 30meV. In
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comparison, the defect at .38eV demonstrated a much fietteth a standard deviation of
approximately 10meV. The likely cause of this discrepaaajue to the noisy quality of the
DLTS spectrum at which the .33eV peak signal was obdaase distinct peak. An additional
peak was observed at .23eV above the valence band wiptare cross section of 4.5x£0
cn?, putting it in the same cryogenic temperature range asvheamcy. At the shallow end of
the DLTS spectra, an additional peak was observed in ti&Bpectrum at an energy of .13eV
relation to the valence in band and with a capture crosssaifti 5.6x10° cn?, correlating it
with the double-positive vacancy defect. These two defeetg Vitted well with standard
deviations of approximately 10meV, further illustrating the @oavailable when the Half Width

at “N™ Maximum is used for data extraction.

Two separate families of peaks were observed which coatdbe correlated with
bombardment-induced defects observed by DLTS or ERf first family of these defects was
present at high cryogenic temperatures and high eneabese the valence band, manifesting
themselves as a peak and corresponding shoulder at 306€y had energies of .55eV and
.54eV and capture cross sections of 4.5%1@ and 4.5x18° cn?, demonstrating a strong fit
with a standard deviation of approximately 10meV. Thesecte would, typically, be

correlated with an interstitial Boron-Hydrogen bond, as evesussed previously in section 1.5.

104



7.00E+12

6.00E+12

5.00E+12

4.00E+12

m\VH2?
3.00E+12

mVH3?

2.00E+12

Trap Concentration {/cm?)

1.00E+12 —

0.00E+00 | MM . e L
500 600

Room 300 400

Temperature (K)

Figure 9: Temperature Dependance of Hydrogenated Defects — Deftributed to decorated vacancies and
interstitials appear to peak in concentration in the 300°Q0@3G range, an observation consistent with MIT-IR
spectra. A substantial secondary generation reaction appeard émidetx, consistent with MIT-IR data.

It is assumed that the two shallowest energy levels at .4BdV16eV and the deep level
at approximately .186eV represented two separate familipeaks. In the case of hydrogen
decorated monovacancies, the general assumption is natdaetacts with the largest energy
difference between the valence band at the defect energgspond to the defect with the most
hydrogen atoms bonded to them. Furthermore, the defigctull hydrogen bonding, Vi may
be considered electronically inert. Utilizing this assumption,tBeV peak corresponds to the
VH, defect while the .16eV peak corresponds to the; defect. The defect at .186eV is
assigned to IHx defects because of its relatively higleemtnation even at 600°C, which closely

fits the infrared behavior of the observed IHx defects.

It should be noted that one additional energy signatureolyssrved at approximately

.66eV above the valence band. However, the obsereadpad a very poor fit, with a standard
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deviation of nearly 100meV and also possessed a vayg tapture cross-section of 120
cn?.  This energy is similar to the energy observed and latete with the VH defect in
literature. It should be noted that the annealing behavioifidiect does not match well with

MIT-IR Spectra for VH and, because of this, the correlation between this efergyand VH

should be called into question.
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Chapter 5: Conclusion

1.1: Analytical Methods

Theoretical analysis of the transient characteristics andsizeiated DLTS response of
an MIS capacitor have demonstrated that raising the insaaparcitance increases the ratio of
bulk DLTS signals to interface state signals. Furtheeman expression for the DLTS signal of
an MIS capacitor in terms of the oxide capacitance and td@pleapacitance has been derived.
The effects of large interface state densities and the distaftiie DLTS signal associated with
their emission have been demonstrated. As a result of laiyseés, a sample fabrication
technique was established whereupon an oxide with a thkfesound 20 nm was grown and
ions were ballistically injected at low fluencies through the oxide the semiconductor to

populate it with ion damage which could then be analyzed WHIAE.

A new method of analyzing DLTS signals has been deedlof his is the Half Width at
“N™ Maximum, where N is the ratio between the magnitude ofXh€S signal along the side
of the peak and the magnitude of the peak maximum. Téilksad relates the width of a DLTS
peak to the energy difference between the trap energyhentdand associated with majority
carrier emission through the use of a scaling constgnihich is related to the machine settings
of the DLTS electronics and the ratio, N. The position ofDh&S maximum with respect to
temperature defines the capture cross section. This eepgea much more efficient and
accurate method for determining capture cross section apd emergy in comparison to
Arrhenius fitting which requires substantial investments in tefrtisme and capital and which is

also very prone to distortion effects.
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A novel method for the analysis of solid state chemical reectias been derived. This
methodology is termed “Kinetic Differential Analysis” and mag btilized to substantially
reduce the design space required for analysis of dalid seaction kinetics. By comparing the
concentration of products and reactants in a sample adnatla variable temperature and
constant time to an as-formed sample, the activation ene@gtjion velocity and reaction order

may be determined.

Lastly, a formula has been developed detailing the attenuetieats associated with
MIT-IR measurements both generated by means of guittirgugh a silicon prism into a
double-polished silicon wafer. Analysis led to the developnména function relating the
attenuation generated purely by ion implant damage to theofatie difference between signals
generated from a non-implanted baseline sample anddroron implanted sample populated
with significant implant damage. A method for deriving the optiegture cross-section by
correlating the magnitude of an MIT-IR peak to the obsktvap density of a corresponding

DLTS peak has also been outlined.

1.2: lon Implant Related Defects

Analysis of H" ion implanted defects via MIT-IR has identified the reactioretiis of
decorated monovacancies as well as decorated interstitralgenkral, monovacancy reactions
are characterized by a low-temperature generation reactloohwgives way to a mid-
temperature decay reaction which brings about the dec#lyeamajority of the monovacancy
concentration.  This mid-temperature reaction is characterigeda reaction order of

approximately 1.5, which indicates that some reactant interactist be taking place during
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decay. This indicates that decorated monovacancies csimpuly shed hydrogen atoms or pick
up additional hydrogen atoms in a reaction. Furthermoralysia of activation energies
indicates that the activation energy of the mid-temperatureydeeation appears to increase
with increasing decoration. The statistical significance of thigdthas not yet been ascertained;
however data suggests a correlation between decoraticeffantive binding energy. The mid-

temperature decay is impeded at high temperatures byoadseg generation reaction which

preserves substantial concentrations of decorated marmadefects.

Decorated interstitials do not follow the same reaction treney &he not subject to the
same low-temperature generation reaction as the decoratadvacancies and the high-
temperature generation reaction which they do undergo ik moce effective in impeding the

mid-temperature decay reaction.

Analysis of DLTS spectra identified peaks correspondingatbon-oxygen interstitials,
bonded divacancy defects monovacancies and boromdsuarinterstitial complexes. Amongst
the defects identified, three defects, corresponding toetnapgies of .15eV, .16eV and .19eV

above the valence band were assigned tg, VH3 and IH, defects, respectively.

VH4 VH3 VH2 IHx(1) IHX(2)
AE (eV) - 0.16 0.15 0.19 0.19
6 (cm3) - 2.55x108% | 7.37x10" | 8.41x10"® | 8.41x10"

n (-) 1.50 1.45 1.41 1.55 1.48
AH (eV) 1.21 0.98 0.80 0.69 1.14

vo (/s) | 4.86x1® | 1.12x10 | 1.98x16 | 8.21x1d | 2.81x16

Table 1: Trap Energies, Capture Cross Sections, Reaction PRksstion Energies and Reaction Velocities of
identified H," ion implant defects.
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1.3: Future Work

The development of the analytical techniques introduced intélishas paved the way for a
detailed study of the reaction kinetics of electronic defants their corresponding physical defects via
DLTS and MIT-IR studies. Future analysis of reaction kinedicéow temperatures will be of likely
interest because of their contribution to formation kineticsoim implantation techniques where the
substrate is thermally insulated during ion implantation. A réyaisaof mid-temperature and high-
temperature annealing kinetics must be performed with muditetigconstraints on measurement
granularity with respect to temperature, both in MIT-IR and Blffieasurements. This would allow for

identification of activation energies and reaction velocitiek @itmuch higher level of confidence.

Work has already begun on analysis of TFTs fabricated atwiiT Deep Level Transient
Spectroscopy. In this case, analysis would be performeduviant DLTS measurements. This new
method of analysis will make use of HWNM fitting methodsudg&ts of MIS Capacitors formed on SOI
structures are also of profound interest. It is likely ttet annealing characteristics of decorated
vacancies and interstitials are dramatically influencedhay dissociation of denuded vacancies and
interstitials. This dissociation is limited by diffusion irbalk material. In a thin film material, such as
SOl this dissociation may be limited by both defect transpgitsurface recombination, resulting in an

inherently lower rate in comparison to bulk diffusion.
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