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Abstract

Scanning electron microscopes (SEM) are poorly characterized imaging instruments.

The SEM optics (lens and aperture assembly) is designed to form a focused electron

probe that scans the specimen to produce images. Therefore, the imaging efficacy

in SEM strongly depends on the quality of the optics. However, there is no way to

accurately characterize the optics in an uncorrected SEM (without multipole correctors)

due to the lack of an exit wave. This work focuses on improving the imaging capabilities

of an uncorrected SEM by understanding its optical performance using wave optical

theory, simulation, and experiment. In this dissertation, we have developed two different

simulations based on wave optical treatment of the electron beam to model the optical

column and probe formation. Using one of the simulations for data generation, we

have developed an aberration diagnostic method for the uncorrected SEM based on

deep learning. Further, we have developed an experimental technique to perform non-

interferometric phase retrieval of the electron probe. We have used the recovered phase

information to visualize the point-spread function of the SEM optics (PSFoptics) for the

first time. Finally, we have proposed an experiment based on electron vortex beams to

improve phase retrieval. This work lays out the initial steps required to move towards

"aberration-free" imaging in SEM without the use of multipole correctors.
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Chapter 1

Introduction

1.1 SEM Story

Electron microscopes have been at the forefront of new scientific discoveries for almost

a century now. Since the birth of quantum theory, it was theorized that electrons as an

illumination source would produce far superior resolution compared to optical micro-

scopes because of their smaller wavelengths. Both the transmission electron microscope

(TEM) and the scanning electron microscope (SEM) were invented in the 1930s. Since

then, it was a dream for physicists to be able to see individual atoms under these pow-

erful microscopes. However, there were too many bottlenecks that made it extremely

challenging. Extremely aberrated optics, lack of nanometer-size electron gun tips, and

poor mechanical and electrical stability were some of the main challenges. In the 1970s,

with the development of the cold field-emission gun (FEG) [10], imaging single atoms

of heavy metals was finally demonstrated using a scanning transmission electron mi-

croscope (STEM) [11]. After decades of research in aberration correction, achieving

0.1 nm resolution and therefore having the ability to see individual atoms became rou-

tinely possible for aberration-corrected TEM and STEM imaging [12, 13, 14]. However,

it remained elusive in SEM for a long time. Throughout the 20th century, SEM has
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never been regarded as the cutting-edge of imaging resolution. It was only in 2009 that

imaging single atoms was demonstrated using secondary electrons [15]. This was the

first time that SEM could achieve a comparable resolution (0.1− 0.15 nm) to that of a

TEM and STEM [15, 16].

In more than nine decades of its development, SEM has become an invaluable imag-

ing instrument. Its ability to offer surface and sub-surface specific information coupled

with relatively easier sample preparation compared to the TEM and STEM makes it a

robust choice for many applications like material characterization, semiconductor de-

vice inspection, microchip assembly, geological sampling, forensic analysis, biomedical

sciences, electron beam lithography, etc [17, 18, 19, 20, 21, 22, 23]. Despite its prowess

as an imaging modality, the performance of the uncorrected SEM is orders of magni-

tude poorer compared to its theoretical limits. Although there are numerous factors

like noise, charging, and deflection fields that affect its practical resolution; aberrations

are the primary deteriorating factor [24].

In 1936, Scherzer proved that rotationally symmetric electron lenses suffer from

positive chromatic and spherical aberration [25]. This started a quest for aberration

correction in electron optics and after almost six decades of research, chromatic and

spherical aberration correction was shown in low voltage SEM [26, 27]. This was a

breakthrough in electron optics and Zach et al. [26, 27] were able to achieve a practical

resolution of < 2 nm at a beam energy of E = 1 keV by implementing the multipole

corrector design proposed by Rose [28]. Since then other aberration-corrected SEMs

have been developed [29]. However, most of the research in SEM aberration correction

has been focused on automating the aberration correction process [30, 29, 31] and

improving the existing correctors.

Aberration diagnostics are a precursor to accurate aberration correction. For trans-

mission electron microscope (TEM) and scanning transmission electron microscope
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(STEM), the exit wave is imaged onto a pixelated detector. Hence, techniques for aber-

ration diagnostics using ronchigrams and diffractograms are well established [32, 33].

In an SEM, as the focused electron probe scans the specimen, the beam information is

lost. Therefore, no standardized aberration quantification methods exist for the SEM.

The aberration correction reported by Zach et al. [26, 27] uses aberration contributions

to the aberration eikonal which are theoretical estimates, it does not perform actual

aberration sensing. In this implementation, the next development was to find linear-

ity between the field strength and aberration coefficients by using approximate probe

intensity [31] from SEM images to better estimate the aberrations and automate the cor-

rection. Researchers have also demonstrated aberration quantification using a STEM

camera [34]. We would like to point out that currently most commercially available

aberration correctors for SEM are still based on the original implementation [26, 27]

with some upgrades and quantifying aberrations in an uncorrected SEM remains an

unsolved problem.

Most of the research in aberration correction has been centered on perfecting the

electron optics [35]. The idea is to combine the multipole elements with the lens field

to mitigate the effect of lower-order aberrations as they limit the resolution. Although

efficacious, multipole aberration correctors have some inherent drawbacks. They have

to be controlled and tuned with extreme precision, the resolution is still limited by the

higher order residual aberrations and most importantly, they are very expensive [36]. In

many cases, the base aberration correctors are much more costly than the SEM itself!

Over time there have been numerous designs proposed for aberration correction namely

foil correctors [37], electron mirrors [38], electrostatic correctors [39, 40, 41], etc. but

they are all still focused on correcting the optics.

Another approach to aberration correction is accepting the imperfections in the

optics and adding a reconstruction step to correct the final output (ex: holography).
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Motivated by the recent developments in dynamic electron beam shaping [42, 43, 44, 45,

46, 47] and the need for more efficient and accessible ways for aberration correction, in

this dissertation we propose wavefront-sensing-based aberration correction in SEM [48,

49, 50]. Instead of tuning the multipole correctors to correct for individual aberrations,

the idea is to have an accurate measurement of the aberrated wavefront itself to negate

all aberrations and in principle form "aberration-free" probes.

1.2 Basics of SEM

What is an SEM?

An SEM is an ensemble of two sub-imaging systems: the probe-forming lenses and

the beam-sample interaction. The interaction produces a variety of signals which are

recorded by their corresponding detectors to generate outputs such as an image, X-

ray map, spectrogram, etc. A general schematic diagram of an SEM is shown below in

Figure 1.1. The purpose of the magnetic lenses is to form the smallest possible scanning

probe by demagnifiying the spatial intensity distribution of electrons coming from the

source. In general, multiple lenses (condenser, intermediate, objective) are required for

this job. However, in the case of field-emission guns, the virtual source size already is

of the order of nm′s. So despite having multiple lenses, the probe formation is mainly

done by the objective lens. There are apertures like the spray aperture and the final

aperture whose primary job is to remove the off-axis electrons to make the beam narrow

and coherent. When the beam scans the sample a whole range of electrons, photons,

plasmons, etc. are released as shown in Figure 1.2. Each one of them carries different

information about the sample and is sensed using a unique detector.

The commonly imaged electrons are the secondary electrons (SE) and backscattered

electrons (BSE). SEs are electrons that can be released from different orbitals of the
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Figure 1.1: Schematic diagram of a scanning electron microscope [1]
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atoms in the sample after they are removed by beam electrons and have energy E ≤

50eV . If they have enough energy, they can overcome the work function potential of

the sample and escape into the SEM chamber to be sensed by the Everhart-Thornley

(ET) detector. Generally, SEs come from within 5-50 nm of the sample surface. The

ET detector has a (+200V ) voltage on a Faraday cage to attract the electrons and

then a scintillator followed by a photomultiplier tube which amplifies the signal to

record a gray level value coming from a single object pixel. BSEs are beam electrons

having energy E ≫ 50eV , which interact approximately elastically with the nuclei in

the sample and are scattered back toward the sample surface. These are sensed by an

annular ring detector placed just below the objective lens on the optical axis. BSEs can

come from well below the surface of the material and provide information about both

the topography and composition of the sample.

Figure 1.2: (a) Electron-matter interaction and various signals generated in SEM, (b)
Interaction volume and signals from various depths in the sample. [1]
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Electron sources

Electron guns are crucial to the performance of SEMs. One type of electron gun is

favored over the other depending on the application. They are broadly of two types:

thermionic (tungsten, Lanthanum hexaboride, or LaB6) and field emission (Schottky

and cold field emission). In our work, we will consider only field emission SEMs where

the virtual source size (spatial intensity distribution of the beam at the source) is

already < 30 nm. Therefore, they use only the objective lens for beam demagnification

and probe formation. The coherence of the electron source plays a huge role in the

achievable resolution and final image quality. In general field emission guns have high

spatial and temporal coherence compared to tungsten or LaB6.

Magnetic Lenses

SEM lenses are not made of glass as any material will interact with the electrons.

Therefore, as the electrons are charged particles, their trajectory can be manipulated

by a magnetic field. Lenses for electrons are constructed with ferromagnetic materials

and wound with copper wire. These lenses produce a focal length that can be changed

by varying the current through the coil. The magnetic field bends electron paths which

can be described using the Lorentz force and classical electrodynamics.

Final image formation

The image displayed on the monitor using an SEM has a 1-to-1 correspondence between

a sample pixel and an image pixel. A fraction of the electrons of a specific range of

energy generated by the interaction when the beam is parked at a particular location

are collected by the detector. They are then converted into a voltage value and then

quantized on a grayscale as pixel intensities by the image acquisition system. The actual
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processing is much more detailed and Figure 1.3 shows a simplified view of the process.

In an SEM, the image is generated pixel-by-pixel by focusing an electron beam to a

Figure 1.3: Image formation process in SEM. [2]

small area (determined by the demaginification) on a bulk sample and then rastering

the beam over the sample. Magnification is determined by the ratio of the distance

scanned on the display to the distance scanned on the sample (e.g., scanning a smaller

area results in a larger magnification, if the display size is constant). However, the

useful magnification is limited by the minimum electron probe size. As magnification

is increased, eventually the step size between pixels will be smaller than the diameter

of the electron probe.

Point spread function (PSF)

The PSF of a linear shift-invariant (LSI) imaging system describes how the image of a

point source is changed by the system. If the imaging system were perfect, the image

would be an exact representation of the point source being imaged. In reality, the

image of the point source is altered by imperfect optics, mirrors, or other aspects of

image formation for a particular system. The imperfections are captured in the PSF.

Knowledge of the PSF can be utilized to improve the quality of the output image
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using different deconvolution algorithms. In general, an inverse filter is designed using

the PSF to approximately reverse the blur caused by the PSF during forward imaging

described in Equation 1.2.1. An image can be described as the convolution of an imaging

Figure 1.4: Visualization of a PSF and its effect on images. The ideal image of an
object is shown in the left column. The output of the imaging system is shown in the
right column. When a point source is imaged (C), the output image is the PSF. The
output images of (A) and (B) are the convolutions of the true image and the PSF. [3]

system’s PSF and the scene being imaged. The convolution is given by the following

equation:

Ireal[x, y] = Iideal[x, y] ⊗ h[x, y] + η[x, y] (1.2.1)

where � is the convolution operator, Iideal[x, y] is the ideal image of the scene, h[x, y]

is the PSF, η[x, y] is the noise, and Ireal[x, y] is the output image of the scene. A

visualization of this process can be seen in Figure 1.4. These variables are given as

a function of pixel coordinate location [x, y]. It is important to note that this is a

lax description of a PSF. A more rigorous discussion of PSF includes the degree of

coherence and its effects, which is provided in Chapter 2.
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1.3 Imaging chain of the SEM

Figure 1.5: Imaging chain of an SEM [4]. A Gaussian beam at the virtual source plane
is minimized by the probe-forming optics which interacts with the specimen to produce
image signal.

As mentioned above, an SEM consists of two imaging systems; the probe-forming

lenses and the beam-specimen interaction. An ideal lens system which forms the probe,

is expected to just demagnify the probe. However, in practice, all lens systems intro-

duce diffraction through multiple apertures and aberrations through multiple lenses.

Therefore, at the specimen, the geometrical image of the beam (ψg) is convolved with

the coherent point spread function (PSFoptics) to produce an aberrated beam as shown

in Figure 1.5.

As the beam impacts the specimen, its phase is lost and the aberrated intensity

(|ψi|2) is convolved with the specimen structure signal (So) to produce the final image

(Si). This final image can be a SE or a BSE signal. So [51] refers to the signal generated

by the electron-matter interaction when the beam was an ideal delta function beam

(δ(x, y)). It is interesting to notice in Figure 1.5, that we show Si has been blurred,

deformed, and has less contrast than the ideal signal So. The whole imaging chain can
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be summarized in the equations below (ignoring noise for now):

ψi = ψg ⊗ PSFoptics (1.3.2)

Si = So ⊗ |ψi|2 (1.3.3)

where ⊗ shows convolution. As the aberrated beam intensity |ψi|2 blurs the specimen

structure signal So it is often referred to as the PSF for the SEM [51] and has been

an interest of recent research [52, 6, 53, 54]. The squared modulus in Equation 1.3.3

indicates that we lose the phase and only the beam intensity is used for imaging the

specimen. The whole imaging chain is explained in detail later in 2.

Probe Width in an SEM

Figure 1.6: Probe parameters in a SEM

The geometrical picture of probe diameter calculation is dependent on the geomet-

rical (Gaussian) image of the probe, diffraction, spherical, and chromatic aberrations.

In practice, the PSF of an SEM (probe intensity) is often characterized using a single

number; the probe diameter. An approximation of probe width can be found by using
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the following expression:

d2probe = d2gaussian + d2diffraction + d2spher. aberr + d2chrom. aberr (1.3.4)

where dprobe is the effective probe width, ddiffraction is the beam width (Full-width-at-

half-max - FWHM) of the Airy disc corresponding to the diffraction limit, dspher. aberr

is the size of the disk of least confusion caused by spherical aberration, dchrom. aberr is

the size of the disk of least confusion due to chromatic aberration (more severe at low

voltages), and dgaussian is the minimum Gaussian focus of the beam. Values of these

parameters are dependent on the beam voltage (Vo), beam convergence angle (αp), and

probe current (ip) which are shown in Figure 1.6 and the coefficients of aberrations.

Often their contributions are added in quadrature as shown in equation 1.3.4, which

is inconsistent as the relationship between the probe width and the probe current is

ill-defined [55]. Another way of representing the probe width is to use the d59 value [56]

which is 59% of the total probe intensity within the diameter d. A more accurate way

is using the root power sum (RPS) method [55] shown in the equation 1.3.5 which uses

only FW50 (full-width at 50% current value) diameters.

d2probe = ((d4diffraction + d4spher. aberr)
1.3
4 + d1.3I )

2
1.3 + d2chrom. aberr (1.3.5)

Although these methods provide a reasonable account of the probe width, they are

not enough. As we push the limits of resolution on the SEM, any minute features in

the probe distribution will become relevant. Therefore, reducing the performance of an

SEM to a probe width is unrealistic and simplistic. An accurate characterization of any

optical system is pivotal to understanding and improving its performance. Therefore it

becomes important to fully characterize the probe distribution (intensity and phase),

which is one of the main focuses of this dissertation.
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1.4 Probe Intensity Determination

As mentioned above, the probe information is lost in the process of imaging in an SEM.

Many techniques exist for probe intensity determination/calculation [52, 6, 53, 54, 57].

We use the method proposed by Lifshin et al. [58] and Zotta, Nevins et al. [6] for

reconstructing the probe intensity |ψi|2. To calculate |ψi|2, we solve the inverse problem

in Equation 1.3.3. The experiments were done on a TESCAN MIRA3 SEM equipped

with a Schottky field-emission source (virtual source size; ds = 20 nm) at a voltage of

V = 20 kV . The process begins by capturing secondary electron (SE) or back-scattered

electron (BSE) images of well dispersed 28.5 nm gold (Au) nanoparticles (NPs) on a

thin (∼ 20 nm) carbon (C) film in a field-of-view (FOV) of 2048 µm × 2048 µm. Then

all the individual NPs in the FOV are segmented and stacked together to get a high

signal-to-noise ratio and generate a realistic image of a single NP (Si/Ireal). Following

that, an ideal image/object structure (So/Iideal) is generated using the Monte-Carlo

simulation CASINO [59], based on the material composition, size, and shape of the

object and ideal imaging conditions. The probe intensity is known to blur the object

structure to produce a real image in the SEM Si = So ⊗ |ψi|2 (See equation 1.3.3).

Therefore, a simple Wiener-filter-based deconvolution shown in the last step of table

1.1 yields the probe intensity distribution (p̃sf = |ψi|2). This is described in detail in

section 2.2.6

1.5 Dissertation Overview

The work presented in this dissertation aims to lay a foundational ground based on the

wave optical theory, simulation, and experiment that is required to take the initial steps

towards "aberration-free" imaging in SEM without the use of multipole correctors.

Broadly the dissertation can be divided into two parts: (1) Representation of the

Chapter 1. Introduction 13



Chapter 1. Introduction

Step # Mathematical description Physical description

1 ψg = (1/M)ψs Beam demagnification
2 ψi = ψg ⊗ PSFoptics =

√
ψi e

iϕtrue Aberrations introduced
3 |ψi|2 = |ψg ⊗ PSFoptics|2 True phase lost
4 Si(x, y) = |ψi|2 ⊗ So(xi, yi) BSE or SE image signal
5 Si(x, y) = So(x, y)⊗ psf(x, y) + η(x, y) Noise added
6 ̂SI(fx, fy) = ̂SO(fx, fy) ·OTF (fx, fy) +N(fx, fy) Fourier space representation
7 p̃sf = F−1

[(
ŜO

∗

|ŜO|2+K

)
· ŜI

]
Reconstruction of probe

Table 1.1: Summarizing the final probe formation, and imaging using the final probe
in a step-wise description

SEM optics using wave optical methods and (2) its applications (probe phase retrieval,

aberration diagnostics, and correction). The rest of the dissertation is arranged as

follows: representation of the SEM column and probe formation using wave optical

models (Chapter 2 and Chapter 3), developing an aberration diagnostic method for

the SEM using deep learning (Chapter 4), experimental results of the phase retrieval

of the electron probe using multiple probe intensities (Chapter 5), suggesting a tech-

nique to improve phase retrieval (Chapter 6), outlining the adaptive optics pipeline for

aberration correction in SEM (Chapter 7), and finally a conclusion (Chapter 8) to tie

everything together.
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Chapter 2

SEM Optics - Wave Optical Model I

2.1 Background

The resolution of an SEM is theoretically limited by the electron probe which scans

the specimen for imaging. In practice, there are multiple other factors [51] such as

noise, specimen damage, charging, beam deflection blurring [60], etc. which further

deteriorate resolution. In this chapter, we focus on probe formation and its effects on

resolution in a field-emission SEM using a point-spread function-based imaging model.

Field-emission guns (FEG) compared to thermionic guns (tungsten, LaB6) have high

spatial and temporal coherence. The high spatial coherence can be attributed to the

fact that the FEGs form a virtual image (< 20 nm) of the source just below the tip of

the gun. In our simulations Beam width/probe diameter/virtual source size (ds) refers

to ∼ 0.4 times the full-width-at-half-max (FWHM) value.

High temporal coherence is related to the monochromaticity of the electron beam.

FEGs have a relatively small spread in the energy of beam electrons ∆E as compared to

thermionic guns which ensure high temporal coherence. It has been shown by theoretical

modeling and experiments that the current density distribution at the electron gun is

Gaussian [61, 62]. This holds for all electron guns [63, 64]. For instantaneous time,
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this implies that the charge density (spatial intensity distribution of electrons) is also

Gaussian.

The lens system in a SEM, which forms the electron probe, images the electron probe

at the source and demagnifies it at the specimen thereby manipulating the spatial

distribution of electrons. Older systems with thermionic guns have an initial beam

width of the order of µm’s and therefore the condenser lenses are required in successive

demagnification at all the beam crossovers. Although there are multiple lenses in the

SEM column, for FEGs (Schottky, cold FEGs) the demagnification is performed mainly

by the probe forming objective lens [65]. In the case of FEGs, the condenser lenses might

be used to control the formation of cross-over points away or near the final aperture

diaphragm, thus controlling the number of electrons passing through the aperture. For

instance, the TESCAN MIRA3 SEM with a Schottky gun has intermediate lenses, but

they are turned off in the resolution mode.

In quantum mechanics, the wave nature of matter is exhibited by the wave function ψ

describing a system that satisfies Schrödinger’s wave equation. In electron microscopes,

|ψ|2 is the probability density of the electron beam where the wave function ψ describes

the electron beam as a function of space-time. We cannot measure ψ directly, instead,

we can measure the physical properties like current, intensity, and momentum which

can be described using the modulus squared - |ψ|2. This means that the wave properties

like superposition and interference can be applied only to the wave function ψ but not

to their observable physical properties described by |ψ|2.

There exists a very close analogy [66] between the description of imaging systems

based on light optics and on electron optics. In electrodynamics, there is a flow of

charge, and in quantum mechanics, there is a flow of probability density. This implies

that the probability density is analogous to charge density and the current density is

analogous to the probability of current density. The charge density of the beam is
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Gaussian and we apply wave optics to the wave function ψ of the electron beam.

In recent years, research related to coherent manipulation of electron beams [67, 68]

has become a growing field in the electron microscopy community. The idea is that

free-space paraxial electrons obey a wave equation which is similar to the Helmholtz

equation for wave dynamics in light optics. Therefore, we can apply the theory of

Fourier optics to electron beams. Some of its recent applications are electron vortex

beam generation [69], beam manipulation in any arbitrary shape [67], etc. However,

these advances are primarily limited to transmission electron microscopes (TEM) and

scanning transmission electron microscopes (STEM) with some very recent develop-

ments for the SEM [70].

Electron probes in probe-forming systems have been studied extensively using both

geometrical and wave optics [65]. Exact and approximate theoretical calculations of

the probe size, analytical solutions, probe current and practical brightness of the probe,

the root-power-sum algorithm to calculate the probe diameter, and evaluation of the

effect of the probe on the imaging performance of an SEM are some of the important

advancements in the field [71, 72, 55, 73]. In practice, the electron probe width has a

contribution from the probe brightness and can be broadened further by the effects of

diffraction, aberrations, and coherence of the source. All of these studies talk about

the probe size and the probe diameter which implies that the probe distribution is

always circularly symmetric. Although modern electron microscopes with aberration

correctors and astigmators have a good capability of keeping the probe symmetric, this

is not always the case. The probe can suffer other aberrations which not only affect

the size of the probe but its shape too and can make it asymmetric. This was recently

demonstrated for astigmatism [74] in an electron probe for SEM. Wave optical modeling

has been used for both STEM [75] and for SEM [65, 70] to explain probe formation.

However, none of these studies provide a practical tool for a microscopist to pic-
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ture the electron probe under different scenarios. Image and probe simulation tools

[76, 77, 78] have been quite beneficial for the electron microscopy community. A dedi-

cated program for SEMs to visualize the effect of aberrations, coherence, and noise in

combination with different operating conditions of the SEM would be perceptive. It

is crucial to mention here that we do not model the beam-specimen interaction in our

program. Although the implementation might be used to predict the behavior of other

probe-forming systems like STEM and Focused Ion Beam (FIB), we insist it is designed

for the SEM.

Figure 2.1: GUI for SEM Nano simulation program

Therefore, intending to apply the concepts of Fourier optics in SEMs, in this chap-

ter we show the modeling, visualization, and reconstruction of the electron probe in

field-emission SEMs using a point-spread function (PSF) model. We provide a detailed

discussion about our simulation program ‘SEM Nano’, with some results and its limi-

tations. The software is focused on describing probe formation, and its reconstruction,

given the structure signal (So). The graphical user interface (GUI) is designed in a sim-
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ple layout shown in Figure 2.1. The user provides input parameters in Section 1 (Input

Parameters) and the program calculates the shapes of the probe using electron wave

optics in the 2nd section (Output Parameters). In the 3rd section (Imaging & Probe

Reconstruction) this probe is used to image a specimen (simulated signal) and generate

the final image. Noise can be added to the image and a Wiener-filter deconvolution can

be done to reconstruct the electron probe.

2.2 SEM Nano - Point-spread function based model

This is the starting point for our implementation, where we consider the probability

density of the beam at the gun to follow a Gaussian distribution whose width is defined

by the virtual source size. The virtual source size of a gun is generally specified by

the type of electron gun. Our discussion is focused on TESCAN MIRA3 SEM with a

Schottky gun that uses a Denka TFE (thermal field emission gun) with an actual radius

of 0.52 µm and a virtual source size of 20 nm. We also know from the instrument manual

that while while imaging in resolution mode, the intermediate lenses are turned off and

the condenser lens is used to control the beam crossover formation distance before the

final aperture. The lens primarily responsible for source demagnification and probe

formation is the objective lens.

Optical Setup

The electron beam wave function is described as

ψs(r⊥, z) = ζ(r⊥, z)e
iϕ(r⊥,z) (2.2.1)

where amplitude function squared ζ(r⊥, z)2 = |ψ(r⊥, z)|2 is Gaussian and can be written

as ζ(r⊥, z)2 = |ψ(r⊥, z = zn)|2 = e−(r⊥/ds)2 , where r⊥ = (x, y) corresponds to the
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transverse coordinates, z is the direction of the beam propagation, z = zn is a plane

perpendicular to the z − axis and ds is the virtual source size, i.e., the electron beam

width in the object plane z = z1 in Figure 2.2. The beam width at the crossover just

Figure 2.2: Optical Setup for field-emission SEM using only the objective lens for beam
demagnification and probe formation.

before the objective lens is assumed to be the same as the beam width at the gun

as the condenser lenses are not directly used for successive demagnification in FEGs.

We use scalar diffraction theory to perform coherent diffraction-limited imaging of the

electron beam by calculating the objective lens and imaging parameters from known

information provided by the user.

2.2.1 Input Parameters

Gun Brightness, β(A/sr ·m2)

Brightness is defined as the current density per unit solid angle at the emission source,

which directly affects the emission current. Theoretically, if we have a bright source, we

have more probe current which improves the final image quality. For our simulations
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we use typical brightness values ≈ 1011 for Schottky guns and 1012 to 1013 for cold FEG

[79].

Accelerating voltage, Vo(volts)

This is the extracting voltage applied to accelerate the electrons within the gun and

provide them enough energy to overcome the metal work-function and escape into the

column vacuum. It determines the kinetic energy of the electrons and thus directly

affects the de Broglie wavelength λ associated with the beam electrons. We use values

from 0.1keV to 30keV in our simulations. During our simulation experiments we found

that for energies > 15keV , wave effects in probe formation are minimal.

Energy spread in the gun, ∆E(eV )

There is a small spread in the emission energy associated with the gun which affects

temporal coherence. In the case of cold FEG, the energy spread is around 0.2− 0.3eV

and it is 0.3−0.8eV for Schottky guns. Temporal coherence length ltemporal
c = veh/∆E,

where ve is the velocity of electrons and h is Planck’s constant. For coherent imaging

and coherent aberrations, we assume ∆E = 0 in our simulations. In the case of partial

coherence, typical values of ∆E ≈ 0.2− 0.8eV are used.

Virtual source size, ds(nm)

The field just below the Wehnelt cap (electrode in the gun assembly) acts as a converging

lens and forms a virtual image of the source in FEGs. This is the virtual source size

which ensures very high spatial coherence. For Schottky guns, it is 10− 20nm in width

and 3 − 5nm for cold FEG. In our simulations, we use ds = 20nm. An indicative

measure of high spatial coherence is achieved when effective source size ds << λ/2αp,

where αp is the half convergence angle in Figure 2.2. For a typical setup of values
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E = 20KeV → λ ≈ 8.5885 pm, αp = 5 mrad, and ds = 20 nm, λ/2αp ≈ 85.885 nm

that is ∼ 4 times greater than ds. This indicates high spatial coherence.

Aberration coefficients

In this chapter, aberration coefficients are the weights of an aberration in terms of

the number of wavelengths (λ) of error from the ideal wavefront. We are going to

incorporate three types of aberrations in our program which are Seidel, parasitic, and

incoherent aberrations. Later in Chapter 4, we have used a normalized representation

where the aberration coefficients are not the number of wavelengths.

Probe current, ip(A)

In practice, the probe current affects the visibility of the final image as it affects the

signal-to-noise ratio (SNR). A higher probe current means more contrast in the image.

Probe current also affects the geometrical size of the probe; a higher probe current

makes the probe larger and hence reduces the highest achievable resolution. Typically

for our simulations, we use a value of 10−11 to 10−12amps.

Half-convergence angle, αp(radians) and final aperture diameter, D(µm)

The convergence angle determines the depth of focus in the image. It also is a factor

which is inversely proportional to the geometrical probe size. The smaller the conver-

gence angle, the larger the probe size and hence the lower the resolution. However, if

we want a higher depth of focus, a smaller αp serves the purpose. We use typical values

of 5− 20mrad for αp in our simulation. The values of αp define the ratio of D/2zi.

The final aperture diameter is used to trim the final beam which enters the objective

lens. In terms of Fourier optics, it imposes a maximum limit on the frequencies that

contribute to the image formation of the beam through the objective in the image

plane z = z3 described in Figure 2.2. Practical values of D are in µm′s. For instance,

22 2.2. SEM Nano - Point-spread function based model



2.2. SEM Nano - Point-spread function based model

the TESCAN VEGA3 SEM has a final aperture diameter of 50µm. However, in our

simulations we don’t change the value of D, instead we change αp.

2.2.2 Output parameters

Using the brightness equation [65], we find the width dg of the geometrical probe at the

specimen. This is the ideal probe which is just the geometrical demagnification of the

electron probe at the source without any diffraction or aberrations and is calculated by

the equation:

dg =

√
(4ip)

(βπ2α2
p)

(2.2.2)

This is the width of the geometrical image of the probe in the image plane z = z3 in

Figure 2.2.

Once we have the width of the electron probe before and after demagnification, we

can calculate the magnification M = dg/ds. Since we have the half-convergence angle

αp and the final aperture diameter D, we can calculate the image distance, zi = Rl/αp

where Rl = D/2 is the radius of the aperture. Now, using the magnification M and

image distance we find the object distance from the aperture, zo = zi/M . Then zi and

zo are used to find the focal length of the lens by the lens formula, 1/f = 1/zo+1/zi. To

define the action of the lens in the Fourier domain, we find the cut-off frequency of the

aperture which is fc = αp/λ (small angle or paraxial approximation). The relativistic

wavelength of the electrons, λrel is calculated using the equation:

λrel =
hc√

2eVomec2 + (eVo)2
(2.2.3)

where h is Planck’s constant, c is the speed of light in vacuum, me is the rest mass of

an electron, e is the charge of an electron and Vo is the accelerating voltage provided

by the user. For voltages used in an SEM (E = 0.5 − 20; keV ), relativistic effects are
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negligible but we have used it for the sake of completeness.

2.2.3 Coherent imaging of the electron beam

The image formation of the probe in plane z = z3 can be explained by defining the

point-spread function (PSF) of the optics/lens system. We are restricting our discussion

here only to coherent imaging of the beam for now. As FEGs have very high coherence,

the effects of partial coherence are not central to this discussion. The coherent PSF

[80, 81] of the lens system (PSFoptics) is the Fourier transform of the aperture function

A(xl, yl):

PSFoptics = h(xi, yi) = F [A(xl, yl)]

=

∫ ∞

−∞

∫ ∞

−∞
A(xl, yl)exp[

−i2π
λ

(xixl + yiyl)]dxldyl (2.2.4)

where (xl, yl) is the lens plane (z = z2) coordinate system, (xi, yi) is the image plane

(z = z3) coordinate system. The wave function in the image plane is calculated by the

convolution of the PSFoptics and the geometrical wave function.

ψi(xi, yi) = ψg(xi, yi)⊗ h(xi, yi)

=

∫ ∞

−∞

∫ ∞

−∞
ψg(x

′
i, y

′
i)h(xi − x′i, yi − y′i)dx

′
idy

′
i (2.2.5)

where, ψg(xi, yi) = (1/|M |)ψs(xi/M, yi/M) [80, 81, 9].

It is important to note that the PSF for incoherent imaging can be obtained by

simply squaring the modulus of the coherent response, i.e. |PSFoptics|2 = |h(xi, yi)|2

and the incoherent imaging of the beam [80, 81] can be expressed as

|ψi(xi, yi)|2 = |ψg(xi, yi)|2 ⊗ |h(xi, yi)|2 (2.2.6)

However, for FEGs, high coherence of the electron source ensures that the imaging of
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the probe is never completely incoherent. The effects of partial coherence are discussed

later.

If the geometrical wave function is real and positive then the phase factor eiϕ(r⊥,z)

must be equal to 1. Therefore ψg(xi, yi) = |ψg(xi, yi)| = e−(ri⊥/ds)2 , where ri⊥ = (xi, yi).

However, there is always a phase error present because of aberrations and the diffraction

caused by the aperture. If there is just diffraction because of a finite circular aperture

without any aberrations, the phase oscillates between −π and +π. For a simpler analysis

here we considered a monochromatic system which means ∆E = 0 and ∆λ = 0.

Magnetic lenses inherently induce wavefront aberrations which can be modeled as a

phase function W (xl, yl) = eiϕ(xl,yl). In this case, when the lens system has aberrations,

the aperture function becomes [A(xl, yl)W (xl, yl)] and the coherent PSF then becomes,

Figure 2.3: Simulation showing the wave nature of electron beam in an SEM column.
The geometrical probe is the probe profile plotted just by using the brightness equation.
The diffracted probe is the profile that shows the effect of λ(Vo) and the zoomed-in
ripples show diffraction through a finite aperture.

PSFoptics = h(xi, yi) = F [A(xl, yl)W (xl, yl)] (2.2.7)
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For a Gaussian geometrical image, when imaged through a circular aperture it will

produce J1(xi, yi), a Bessel function of the first kind, and the probability density will

be |ψi(xi, yi)|2 = |J1(xi, yi)|2, which is shown above in Figure 2.3.

2.2.4 Aberrations

In an ideal situation, the description of the beam in Figure 2.3 is accurate. However,

the beam intensity never has a perfect airy disk pattern because of aberrations. These

aberrations can be broadly classified as coherent and incoherent aberrations which

further can be classified as shown in Figure 2.4. The Seidel aberrations are third-order

Figure 2.4: Classification of aberrations in electron microscopes and optical instruments.

inherent aberrations that are always present in monochromatic non-paraxial electron

beams. In practice, if we are working at high magnifications and it is correct to assume

the non-axial aberrations are small, only spherical aberration contributes significantly

to the wavefront error. However, non-axial coma and astigmatism can also affect the

probe. Therefore, we have included the first three Seidel aberrations and defocus in our

implementation shown in Table 2.1.

For simulating Seidel aberrations we have modeled the aberrations in terms of a

wavefront error function [9]. It expresses the optical path difference in terms of (xo, yo)
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Aberrations Coefficient(# of λ) Wavefront error
Defocus Wd Wd r

2

Spherical W040 W040 r
4

Coma W131 W131 uo x r
2

Astigmatism W222 W222 uo x
2

Table 2.1: Defocus and Seidel aberrations (spherical aberration, non-axial coma and
astigmatism). [9]

and uo, which are normalized coordinates in the aperture plane and the normalized

length in the image plane, respectively. The normalized aperture has a radius of 1 where

the physical coordinates (x, y) are divided by the aperture radius to get normalized

coordinates. uo is a fractional image (probe) width or normalized image width. The

fractional image length is the physical height of a given point in the image divided by

the maximum image radius being considered. Here, r =
√
x2 + y2, x = rcosθ and W

is the wavefront error function shown in Figure 2.5.

W (uo; r, θ) =
∑
j,m,n

Wklmu
k
or

lcosmθ (2.2.8)

where k = 2j +m , l = 2n+m.

Figure 2.5: Wavefront aberration function schematic diagram. Deviation is shown from
a perfectly spherical and converging wavefront.

Parasitic aberrations are aberrations that are not inherent to the system and are

due to a non-uniform magnetic field, inaccurate shape of the pole pieces, and slight
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misalignment of lens aperture from the optical axis. The axial coma, axial astigmatism,

and image shift are some examples of this type of aberration. It is interesting to note

that spherical aberrations can inherently be present in the system and can also be

caused by system non-uniformity. There are different types of notations to represent

axial aberrations [82, 56, 83]. For our simulation of parasitic aberrations, we use the

notation used by Haider et al. [56] which is shown below as

W (ω) =
2π

λ
Re [A0ω

′ +
1

2
A1ω

′2 +
1

2
C1ω

′ω +
1

3
ω′3+

B2ω
′2ω +

1

4
C3ω

′2ω2 + S3ω
3ω′ + ....] (2.2.9)

where Re is the real part of the bracketed quantity, ω′ is the complex conjugate, and

in this version of the simulation, ω = λkx + iλky are vectors of the Fourier space,

and A0 (beam/image shift), A1 (two-fold axial astigmatism), B1 (defocus), C1 (three-

fold axial astigmatism), etc. are the aberration coefficients. In our implementation,

we have added higher-order aberrations (with the nomenclature) up to order 8. Both

the Seidel and parasitic aberrations are multiplied by the aperture transfer function as

a wavefront error represented by an exponential phase factor. In general, incoherent

aberrations like chromatic aberration have the effect of broadening the focal spread and

therefore degrading the spatial resolution.

2.2.5 Partial coherence simulation and the probe

2.2.5.1 Coherence of the source

Coherence is crucial in the rigorous description of any imaging system. It is defined as

a measure of correlation between the phases at different points on a wave in space and

time. Coherence is a very broad research area and we will restrict our discussion here

only to its effects on probe formation in FEGs. In the context of electron microscopy,
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highly coherent electron sources are desirable as they produce better-quality images

because of their ability to form smaller probes with a very narrow spread in energy.

FEGs have both high spatial and temporal coherence. But in practice, no source

is completely coherent; rather it has partial coherence. There are many approaches

to simulate both spatial and temporal partial coherence [9, 84, 85, 86, 87, 88]. For

our implementation, we have used the method of ‘explicit focal averaging’ [89, 87] to

simulate the effect of partial temporal coherence and the mutual coherence function

[87, 75] to simulate partial spatial coherence.

2.2.5.2 Temporal coherence

Partial temporal (longitudinal) coherence in FEGs arises due to a small energy spread

∆E in the electron gun. This small energy spread is one of the primary contributors

to chromatic aberration in the lenses (other factors like lens current fluctuations and

unstable voltage also contribute to chromatic aberration). The spread in beam energy

(∆E) causes a small spread in the wavelengths of electrons (∆λ). Different wavelengths

are focused at different focal points creating a longitudinal focal spread (∆f) shown in

Figure 2.6. The focal spread caused only by the spread in beam energy is calculated as

Figure 2.6: Diagram for axial chromatic aberration caused by partial temporal coher-
ence (spread in beam energy)
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∆f ≈ 2fo (∆λ/λo) [90], where λo is the central wavelength and fo is the focal distance

corresponding to that wavelength. A more accurate calculation of ∆f [91, 92] shown

in Equation 2.2.10, requires the knowledge of the chromatic aberration coefficient (Cc,

which is typically of the order of fo), current instability in objective lens (∆I/I) and

voltage instabilities (∆V/V ).

∆̃f = Cc

√(
∆E

E

)2

+

(
∆V

V

)2

+

(
2∆I

I

)2

(2.2.10)

It is worth mentioning that value of ∆f and ∆̃f for fo = Cc = 4.7007mm, ∆I/I =

1 × 10−6 and ∆V/V = 0.5 × 10−6 [92] were found to be same up to two decimal

places in µm′s. Therefore, we use both formulae in our simulations interchangeably.

To implement the effect of focal blur in probe broadening we use ∆̃f and to show the

variation in αp we use ∆f . In our simulations we have used ∆E = 0.2 and 0.8 eV for

varying degree of temporal coherence (shown later in Figure 2.12).

2.2.5.3 Spatial coherence

Ideally, we would want a point source having a δ-distribution. However, in practice, all

the sources have a finite width to them which gives rise to partial spatial (transverse)

coherence. What this means is that every point on the source produces spherical waves,

incoherent to each other, that are imaged through the lens as shown in Figure 2.7. The

wave field in the specimen plane can be modeled as the summation of incoherent images

weighted according to the source distribution. This is formulated in terms of the mutual

coherence function [66]. The intensity of the wave field can be given by the convolution

of the probe intensity with the geometrical image of the source in the specimen plane

(ψg) [75].

ψ̃i(xi, yi) = |ψi(xi, yi)|2 ⊗ ψg(xi, yi) (2.2.11)
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Figure 2.7: Diagram to explain the effect of finite source size which gives rise to partial
spatial coherence. All the points in the effective source plane produce spherical waves.
The off-axis point is also located in the plane (z = z1). The Gaussian distribution
shows the source intensity distribution in the plane.

where ψg(xi, yi) = (1/|M |)ψs(xi/M, yi/M).

2.2.6 Specimen imaging and probe reconstruction

When the electron beam interacts with the specimen, the phase of the beam is lost.

Therefore, the beam footprint is the intensity of the final wave function ψi in the spec-

imen plane z = z3, |ψi(xi, yi)|2. The specimen structure signal (So) [51] is generated

at every point on the specimen due to the interaction with primary beam electrons.

According to this definition, the final SE/BSE image intensity is obtained by the con-

volution of the electron beam intensity with specimen structure signal So. This is the

same equation mentioned earlier in Equation 1.3.3.

Si(x, y) = |ψi(xi, yi)|2 ⊗ So(xi, yi) (2.2.12)

So, if the structure signal is a delta function, i.e. So = δ(x, y) then the beam intensity

can be thought of as the PSF of the structure signal imaging process, which blurs So.

However, it must be stated that in practice the So will never actually be a delta function

because the electrons are scattered within the specimen. It should be noted that, if we

know So, then given the final image we can calculate the beam intensity using a Wiener

deconvolution [6]. In our simulations, we assume that we have So which is shown in
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Figure 2.8. The process of probe formation and imaging has been summarized in Table

1.1. In practice, noise (η(x, y)) is always present in the final image. The model for

imaging with noise and then probe reconstruction through Wiener deconvolution is

shown below.

Figure 2.8: RIT object used as a specimen structure signal (So) in our simulations.

Si(x, y) = So(x, y)⊗ psf(x, y) + η(x, y) (2.2.13)

̂SI(fx, fy) = ̂SO(fx, fy) ·OTF (fx, fy) +N(fx, fy) (2.2.14)

p̃sf = F−1

[(
ŜO

∗

|ŜO|2 +K

)
· ŜI

]
(2.2.15)

where psf(x, y) is the probe intensity and OTF (fx, fy) is its Fourier transform, Equa-

tion 2.2.14 is the Fourier transform of Equation 2.2.13, ŜO

∗
is the complex conjugate

of ̂SO(fx, fy), p̃sf is the reconstructed probe intensity and K = |N |2
|OTF |2 .

2.2.7 Simulation parameters

Aliasing is one of the major factors which affects the accuracy of our simulation. To

ensure that there is no aliasing error, we calculated the constraints on sampling and

length on the image plane in consideration. Here, the image plane means the plane
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z = z3 in Figure 2.2, where the focused probe image is formed. The convolution

between the specimen structure signal and the beam irradiance (probability density)

gives us the final image of the specimen.

Let L be the length under consideration in the image plane (z = z3) and ∆xi be

the sampling interval. Therefore, the Nyquist frequency is the highest available spatial

frequency in the signal fN = 1/2∆xi. The cut-off frequency fc = αp/λ = Rl/ziλ sets

an upper limit on the ψg in the image plane. However, we are concerned with |ψg|2

and from the cut-off frequency fc we know that the maximum possible frequency in the

image (irradiance) is 2fc, [9]. Therefore, to prevent aliasing in the simulation, we must

ensure that the Nyquist frequency is always greater than or equal to twice the cut-off

frequency.

fN ≥ 2fc; ⇒ 1

2∆xi
≥ 2Rl

ziλ
;

⇒ ∆xi ≤
1

4fc
(2.2.16)

Multiplying both sides with N (# of samples), we arrive at a relationship between

L and N.

⇒ N∆xi ≤
N

4fc
⇒ L ≤ N

4fc
(2.2.17)

So, in the simulation choice of L and N always must be such that it should comfortably

satisfy the above-derived condition. For instance, using practical values Rl = 50µm,

Vo = 5kV , αp = 5mrad and satisfying all the conditions, we calculated some values

presented in the Table 2.2. For all the results shown in this paper, we have always used

N = 4096 and L = 50nm.

The other simulation parameter, which is pivotal to the beam intensity reconstruc-

tion is the noise. We can add noise in the simulation at two stages: Poisson noise to
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# of Samples L - length on plane z = z3
4096 ≤ 3555.55 nm
2048 ≤ 1778.6 nm
1024 ≤ 889.3 nm
512 ≤ 444.6 nm

Table 2.2: Values to choose in order to avoid aliasing

the electron beam before interaction with the specimen and then a Gaussian noise to

the final specimen image generated which represents the noise added by the detection

system. Noise distribution in the final image helps us choose the value of K (the Wiener

filter parameter) described above in Equation 2.2.15.

2.3 Simulation Results

2.3.1 Effect of diffraction

All imaging systems which have a finite aperture, are limited by diffraction. As we

state in Equation 2.2.4 and 2.2.5, the objective aperture limits the higher frequencies

to contribute to the probe formation. The coherent point-spread function (PSFlens) is

the Fourier transform of the aperture function which is defined in Equation 2.2.4 and is

scaled by λ. As we go higher in beam energy (E), λ decreases and thus PSFlens becomes

smaller. Therefore, we get narrower probes and better resolution at higher voltages as

demonstrated in Figure 2.9. The amplitude of the probe intensity also decreases as

the probe broadens with the decrease in beam energy E. The energy within the probe

is distributed at the sides causing the amplitude to go down as shown in Figure 2.10.

Almost no probe broadening or amplitude reduction was found in our simulations for

voltages ≥ 15kV . Therefore, the effect of diffraction as probe broadening and reduction

in probe amplitude is more noticeable at lower voltages.
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Figure 2.9: Normalized PSF of the electron lens system (top row) and probe intensity
(bottom row) at the specimen variation w.r.t beam voltage (Vo).

2.3.2 Effect of partial coherence

Partially coherent illumination is another factor that affects probe formation in SEMs.

We have examined the effects of partial coherence and explained them through Figure

2.11, Figure 2.12, Figure 2.13, and Table 2.3. We found in our simulations that for

FEGs, spatial coherence has a more significant effect on the final probe than the tem-

poral coherence of the source. However, at lower voltages the effect of partial coherence

(chromatic aberration) is dominant. The probe profiles (without aberrations) are shown

in Figure 2.11 for Vo = 2 and 20kV to demonstrate the effect of finite source width

(ds = 20nm). The fully coherent probe at 20keV has no effect of partial coherence and

diffraction and is identical to the geometrical probe. It is interesting to note that the

coherent probe at 2keV is narrower than the partially coherent probe at 20keV . This

result shows how crucial the virtual source size is to achieve smaller probes. In theory,

better resolution can be achieved at lower voltages just by having a smaller virtual

source size.

However, spatial coherence is not the only factor, as at lower voltages temporal

coherence also has a major effect. We calculate the focal spread caused by the spread in
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Figure 2.10: Relative intensity reduction and broadening of the probe profile because
of diffraction and voltage (Vo) variation.

beam energy which is shown in Table 2.3. It can be observed that ∆f has a monotonous

relation with γ = ∆E/E. As γ becomes smaller the focal spread decreases. Note

that even for the largest value of γ = 0.0004, ∆f ≈ 1.89µm which is 3 orders of

magnitude smaller than the mean focal length fo. Another visualisation is shown in

Figure 2.12 where the variation in convergence angle (αp) is shown for different values of

f ∈ [fmin, fmax] drawn from a Gaussian focal distribution with µ = fo , fmin = fo−∆f/2

and fmax = fo + ∆f/2. The largest variation in αp is for ∆E = 0.8eV at E = 2kEV

and the smallest variation is for ∆E = 0.2eV at E = 20kEV . Our simulations also

demonstrate that cold-FEGs produce smaller probes and better resolution compared to

Schottky FEGs. Typically cold FEGs have smaller virtual source size (ds) and energy

spread (∆E) and therefore, better coherence properties than Schottky FEGs.

.

To show the effect of partial temporal coherence on probe broadening we calculate

the focal spread (∆̃f) using Equation 2.2.10. For this simulation we have used Cc =
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Figure 2.11: Probe broadening caused by the partial spatial coherence of the electron
source (finite virtual source size ds = 20nm)

∆E (eV ) E (keV ) γ ∆f (m)
0.8 2 0.0004 1.8845× 10−6

0.2 2 0.0001 4.7103× 10−7

0.8 20 0.00004 1.9164× 10−7

0.2 20 0.00001 4.7910× 10−8

Table 2.3: Focal variation caused by energy spread (∆E) in the beam with the mean
focal length fo = 4.7007mm corresponding to the central wavelength λo.

6mm, ∆I/I = 1 × 10−6 and ∆V/V = 0.5 × 10−6. Using the spread in focal length

(∆̃f) around fo the change in zi is calculated as ∆zi. Following that, we select multiple

values from zi ∈ [(zi)min, (zi)max] at equal intervals. Then for all values of selected z′is

we propagate the probe intensity from the central plane (∆zi = 0) to the defocused

plane (∆zi ̸= 0) using a Fresnel propagator, e−iπλozi(f
2
x+f2

y ). Finally, all the generated

probe images at different z-planes are summed together and normalized. The result

shown in Figure 2.13 corroborates the known fact that at lower voltages chromatic
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Figure 2.12: Spread in convergence angle of the probe (αp) is shown. Energy spread
in the beam leads to spread in the wavelength. Different wavelengths are focused at
different points on the z-axis changing the convergence angle and hence the cut-off
frequency fc = αp/λ. Zoomed-in region of the graph shows the focal distribution for
E = 20keV .

aberration degrades the resolution in SEM.

2.3.3 Effect of aberrations

Aberrations can not only affect the size but also the shape of the probe. Aberrations

like defocus and spherical aberration broaden the probe but keep the probe symmetric.

But, aberrations like coma and astigmatism can make the probe asymmetric. In Figure

2.14, we show that as we change the coefficient of spherical aberration (W040), the probe

broadens and the imaging resolution degrades. It is important to note that the effect of

negative and positive coefficients is the same as spherical aberration is an even function.

However, Figure 2.15 shows the effect of aberrations where the probe no longer

remains symmetric. This simulation experiment was done with the following values of

input parameters; β = 1012 A · sr/m2, ip = 10−11 amps, αp = 5 mrad, D = 50 µm,
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Figure 2.13: Probe broadening shown because of partial temporal coherence. The probe
profiles are shown for E = 2 and 20keV and ∆E = 0.2 and 0.8eV . γ = ∆E/E. γ = 0
represents the completely coherent case with ∆E = 0.

Vo = 5 kV , ds = 20 nm. The aberration coefficients; Wd = 2.5λ, W040 = 3λ, W131 = 4λ,

W222 = 2λ. The arbitrary wavefront error function was constructed by adding two

aberration functions; the first was the aberration function calculated by the input Seidel

aberration coefficients with xo = 1, yo = −2, and the second was obtained by rotating

the first by 90o in the counter-clockwise direction.

Any arbitrary probe distribution can be constructed by introducing different per-

mutations and combinations of Seidel and parasitic aberrations in the aperture func-

tion. Imaging using this aberrated probe is shown in Figure 2.16. There is a drastic

degradation in the resolution of the final image. Although aberrations present inside

a well-aligned SEM are parasitic, this shows the final resolution is very sensitive to

changes in the probe.

Software description and use instructions

The software can be downloaded at (https://github.com/suryaphysics) and requires

MATLAB compiler runtime library to run. The software comes with an executable
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Figure 2.14: Effect of spherical aberration coefficient (W040) variation on PSF of the
electron lens (1st row), the probe intensity (2nd row), and the final image (3rd row).

Figure 2.15: Normalized probe intensity visualization in top view (left column), contour
view (middle column), and 3D surface view (right column). Effect of only diffraction
through the aperture (top row), Diffraction coupled with an arbitrarily constructed
wavefront aberration function included in the aperture function of the lens (bottom
row).

(.exe) file which will automatically install all the dependencies including the runtime

library, the first time you install it. This is the first release of the software as ‘SEM

Nano, Version 1.0’. Only coherent imaging of the probe is included in this release. It is

open source and is freely available for use under the MIT License of the open source ini-

tiative. The software is more suited for academic use and is not designed with detailed
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Figure 2.16: Effect of aberrations shown on lens PSF, probe formation and imaging.
Normalized PSF of electron lens (left column), normalized probe intensity (middle col-
umn), final specimen image (right column). Effect of only diffraction through aperture
(top row). Diffraction coupled with an arbitrarily constructed wavefront aberration
function included in the aperture function of the lens (bottom row).

attention to software engineering standards. Listed below is a step-wise description of

using the software.

Step 1 : Provide all the input parameters (gun parameters, probe parameters, simula-

tion parameters, and lens parameters) and click on Run button.

Step 2 : Wait for the calculations until the probe intensity is displayed in Simulated

e− probe tab. Here, we can visualize the probe with different display options.

Step 3 : Then in the Imaging and Probe Reconstruction tab, load an image file and

click on Run. The structure signal and its image using the simulated probe will be

displayed.

Step 4 : Next, Gaussian noise can be added to the final image using the noise percent-

age slider.

Step 5 : To reconstruct the probe using the structure signal and the noisy image, use

the slider for the Wiener filter parameter - K.

The Reset button restarts the software with all values set to default. PSFlens and the
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coherent transfer function can be displayed using the Lens plots menu.

This software is designed for microscopists to understand the optics of field-emission

SEMs intuitively. Ideally, a more complete discussion for partial coherence would in-

clude a degree of coherence. This would be a subject for future research and will

potentially be included in our future versions.

In this chapter, we presented the simulation program ‘SEM Nano’. We explained

and demonstrated the process of probe formation in field-emission SEMs using the PSF

model. Coherent imaging of the probe based on the objective lens action was explained

and implemented. Different factors like aberrations, partial coherence, accelerating

voltage, etc. were explored to analyze their effects on the probe and the final image. It

was found in our simulations that the effect of diffraction through a finite aperture is

negligible for Vo ≥ 15keV and is much more evident at Vo ≤ 10keV . One of the most

interesting observations was to note that a partial spatial coherent probe at 20keV was

broader than a coherent probe at 2keV . We also argued that temporal coherence has a

scarce effect on probe broadening compared to spatial coherence of the source. However,

at lower voltages partial temporal coherence which manifests as chromatic aberration

is the limiting factor. Lastly, an arbitrary aberration function was constructed to

demonstrate the potential degradation in resolution when aberrations are present.
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SEM Optics - Wave Optical Model II

We saw in the previous chapter that probe formation in scanning electron microscopes

(SEM) is often reduced to the objective lens action modeling based on a point spread

function or Fourier transforms. In this chapter, we present wave optical modeling of

the complete SEM column based on plane-by-plane propagation of the electron beam

wavefunction without simplifying the optical system. We establish the challenges in

plane-by-plane beam propagation and show how sampling limitations produce aliased

results. Through careful selection and combination of propagators, we have developed

a general wave optical propagation method that can overcome the aliasing problem to

achieve the appropriate probe widths. Using a two-step propagator, we show that it is

possible to know the electron beam distribution throughout the column from the virtual

source plane to the specimen plane. We also show that our results from the wave optical

simulations converge with the geometrical theory of probe formation. Finally, as a direct

application of this method, we were able to demonstrate the effect of aberrations in the

condenser lens not just the probe forming objective lens. Designing beam shaping

experiments, and studying the effect of partial coherence can be some of the novel

applications of this work.
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3.1 Background

Electron microscopes have been an excellent tool for probing nature at the nanoscale

for many decades. Since the birth of quantum theory, it was theorized that electrons as

an illumination source would produce far superior resolution compared to optical mi-

croscopes because of their smaller wavelengths. Scanning electron microscopes (SEM)

were developed in the 1930s and became commercially available in the 1960s. The SEM

contains two sub-imaging systems: a probe-forming lens system and beam-specimen in-

teraction. The electron beam propagates through the SEM column from the electron

gun to the specimen. The lens system of the SEM is designed to produce a focused

electron probe at the specimen. The electron probe scans the specimen and produces

different kinds of signals from the beam-specimen interaction. These signals are then

recorded by the detectors to produce the final image.

Our work in this chapter is focused on the lens system of the SEM and probe for-

mation. Optimizing the optics of the column is of prime importance in designing an

SEM with the best achievable resolution. As the resolution of an SEM is fundamen-

tally limited by the electron probe, modeling beam evolution through the column and

probe formation is critical. Electron probe formation has been historically modeled by

the geometrical-optical theory of probe formation [65]. This theory predicts a probe

diameter that takes account of the Gaussian (geometrical) image of the beam, spherical

aberration, chromatic aberration, and diffraction. There are many notable works to

improve this theory that provide better measures of probe diameter calculations and

insightful analyses based on it [72, 55, 73].

However, this theory inherently assumes that the probe is symmetric, which is not

always the case [74]. Furthermore, the geometric description of lens aberrations is only

appropriate for older SEMs with thermionic guns as they produce incoherent illumina-
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tion. For modern SEMs with Schottky and cold field emission guns, the illumination

is highly coherent, and therefore a wave optical treatment of lens and aberrations be-

comes necessary [65]. The standard approach for modeling electron beam propagation

in the SEM column is based on classical electrodynamics, where electrons are treated as

charged point-like particles being manipulated by electromagnetic fields. Researchers

both in industry and academia primarily depend on electrodynamics-based simulation

software like Simion, Munro’s Electron Beam Software [93, 94] (MEBS), COMSOL,

EOD [95], etc. to model SEM columns. These software use different numerical methods

like finite difference method (FDM), finite element method (FEM), charge simulation

method (CSM), etc. to calculate fields and classical perturbation theory or geometric

ray tracing to compute electron trajectories [96, 24, 97, 98].

However, electrons are also quantum mechanical objects that exhibit wave nature.

The more accurate treatment of the electron beams comes from quantum mechanics

where the beam wave function follows the theory of wave optics [67]. As the world moves

towards quantum technologies, a rigorous understanding of electron beam propagation

and probe formation in SEMs using wave optics becomes increasingly relevant. For

instance, it has direct importance for aberration-corrected systems [36](Haider Müller,

2016; Hirose et al., 2011; Inada et al., 2009; Joy, 2005) where diffraction becomes the

most significant factor that limits the achievable resolution in a SEM. Electron beam

shaping has become a very active area of research in the past decade [67, 99, 70].

Knowledge of the beam wavefunction throughout the SEM column would be extremely

helpful to design effective experiments with phase masks.

Modeling of electron beams using wave optics is not new to the field of SEM. The

wave optical theory of probe formation treats lens action and aberrations as phase

shifts that manipulate the beam wavefunction [100, 65, 95]. However, often the SEM

column is simplified using a single objective lens system [76, 4, 70] based on a point-
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spread function (PSF) approach [24]. The existing simulations like SEM Nano [101, 4],

etc. which model probe formation, define all the parameters including the PSF on the

specimen plane. A Gaussian (geometrical) image is calculated that is blurred by this

PSF to produce the final probe distribution.

Although for modern SEMs, the objective lens is the only lens that produces de-

magnification [65], there are multiple drawbacks to the single-lens PSF approach. First,

SEMs have multiple lenses in the column that manipulate the beam. All these lenses

have their aberrations and actions which are lost in the simplified picture. Second,

there is no actual beam propagation being modeled as all the parameters are defined

on the specimen plane. Third, in theory, a PSF can only be defined for optical systems

that are linear and shift-invariant (LSI) [80]. SEMs have multiple lenses and apertures

that are all in different planes. This means that the system in theory is not strictly LSI

and might suffer vignetting [102, 80]. Therefore, to obtain an electron probe distribu-

tion that is a function of diffraction through apertures, wavefront aberrations of lenses,

and source coherence, the wave optical description of beam propagation through the

column is essential. But even with the exact column measurements and dimensions,

a plane-by-plane wave propagation of the electron beam wave function from source to

specimen is not straightforward, as shown later in the chapter.

3.2 Plane-by-plane propagation model

3.2.1 Optical Setup

In older SEMs with thermionic electron guns, the beam was demagnified multiple times

through the column to produce a small probe. The condenser lens and the other lenses

throughout the column successively minimized the beam. Modern SEMs with field-

emission electron guns don’t need successive demagnification to produce a probe size
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of 1-5 nm. Our optical design has two lenses: a condenser lens and an objective lens.

As field emission guns (FEGs) have a virtual source size ranging from 3-5 nm for

cold FEGs and 15-20 nm for Schottky guns [65], probe formation is mostly done by

the objective lens. For instance, in our setup of a hypothetical SEM column (Figure

3.1), the condenser lens is placed in the column in such a way that the object distance

(virtual source) is just smaller than the focal length of the lens. Therefore, it does not

minimize the beam but instead focuses it marginally. This action forms an enlarged

virtual image of the beam that is then minimized by the objective lens. Typically, the

condenser lens is a weak lens with a longer focal length and the objective lens is a strong

lens with a smaller focal length. One fact that is also important to note is that the

apertures used in the column are not in the lens plane. Based on these requirements

we have used the optical design shown in Figure 3.1 as a model for all the simulations

shown in this chapter.

In this chapter, we aim to give a clear description of how to model a given SEM

column design using wave optical propagation and produce a demagnified probe dis-

tribution. We start by choosing an optimal wave propagation function that produces

the least artifacts and aliasing. Then we show that a plane-by-plane wave propagation

in SEM suffers aliasing due to under-sampling with traditional propagators. There are

two approaches we have used to solve the under-sampling problem; lens action modeled

as an optical Fourier transform and plane-by-plane propagation assisted with a two-

step propagator [9, 103]. We show the first successful implementation of plane-by-plane

wave propagation using a two-step propagator function in SEM that does not suffer

from under-sampling and produces a demagnified probe distribution at the specimen.

Finally, we provide a comparison of different methods to corroborate our results. It

should be noted that all the wave simulations shown in this paper are implemented

for coherent illumination. Although this work concentrates on SEMs specifically, the
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concepts and simulations developed in the paper can easily be extended to any probe-

forming system like focused ion beam (FIB) microscopes, or lithography systems.

Figure 3.1: Optical setup used for the simulations shown in this manuscript. ‘f ′
1 =

fcondensor and ‘f ′
2 = fobjective are the focal lengths of the lenses. A1 and A2 are the

amplitude transmission of the apertures, D1 and D2 are the diameters of the apertures.
′ϵ′ is a small number to ensure that the virtual source is placed at a distance less than
the f1, and ′δ′ is a small number that shows that the beam is not focused on the focal
distance but the Gaussian (geometrical) image plane.

3.2.2 Optics

3.2.2.1 Plane-by-plane wave propagation

A plane-by-plane propagation can be defined as follows: All physical apertures act as

an amplitude transmission function. For instance, an aperture can be defined as in

Equation 3.2.1

A (r⊥, z = zi) = 1 ∀ r⊥ ≤ D

2
; 0 else where (3.2.1)

where, r⊥ =
√
x2 + y2, and D is the aperture diameter. All lenses are modeled as

phase transmission functions where an ideal lens that produces a perfectly converging/-

diverging wavefront can be represented using a quadratic phase function e±ik( r⊥)2/2f .

Any deviation from an ideal quadratic phase generated by the lenses are wavefront
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aberrations that themselves are phase functions. All propagations from one plane to

another are modeled using propagator functions that relate the wavefunctions in the

input and output plane.

3.2.2.2 Propagator functions and sampling

Wave optical propagation of optical fields is based on a propagator function that re-

lates the input wavefunction in the object plane (virtual source plane) and the output

wavefunction in the image plane (specimen plane). Realistic wave optical modeling of

propagation relies heavily on the numerical calculations of diffraction. There are many

existing techniques to calculate diffraction numerically [80, 5] which vary in accuracy

and computational complexity. Most of these techniques are based on FFT methods

or convolution-based propagators. For our problem, convolution-based propagators are

the obvious choice as they offer us more flexibility to choose propagation between any

two planes. Four most used convolution propagators are shown in Table 3.1, where

r =
√
x2 + y2 + z2. As shown in Table 3.1, the Fres-IR and RSC functions are

Propagator function Mathematical formulation

Fresnel Impulse response (Fres-IR) h (x, y) = eikz

iλz
e

ik(x2+y2)
2z

Fresnel Transfer function (Fres-TF) H(fx, fy)= eikze−iπλz(f2
x+ f2

y )

Angular Spectrum Method (ASM) HASM(fx, fy)= eikz
√

1−(λfx)
2−(λfy)

2

Rayleigh Sommerfeld Convolution (RSC) hRSC (x, y) = 1
2π

z
r

(
1
r
− ik

)
eikr

r

Table 3.1: Convolution-based propagator functions

spatial domain propagators, and Fres-TF and ASM are Fourier domain propagators.

Also, (Fres-IR, Fres-TF) and (ASM, RSC) are conjugate pairs and are related to each

other by a Fourier transform relationship. All these propagators have different prop-

agation distance ranges and bandwidth ranges for which they are preferred. This is

summarized in Figure 3.2. Although mathematically the spatial domain and Fourier

domain propagators are Fourier transform pairs, their propagation ranges are compli-
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mentary because of discrete sampling. In Figure 3.2, z1 = 2N(△x)2

λ

√
1− ( λ

2△x
)
2 and

z2 = 2N(△x)2

λ
, Γ = λfx. For a plane length of L and N pixels, the sample size is

△x = L
N

and the maximum spatial frequency is fx = 1
2△x

. It is interesting to note that

when △x ≫ λ, ASM and RSC degenerate into Fres-TF and Fres-IR respectively and

z1 becomes equal to z2. Therefore, for our simulations we are going to use the more

general propagator functions ASM and RSC as they offer more bandwidth support and

there is no paraxial approximation used for the electron beam. We show results in the

next section to compare and choose the optimal propagator between ASM and RSC.

Figure 3.2: Schematic diagram for propagation and bandwidth ranges for convolution-
based propagator functions [5]. ASM - Angular spectrum method, Fres-TF - Fresnel
transfer function, RSC - Rayleigh-Sommerfeld convolution, Fres-IR - Fresnel impulse
response.

3.2.2.3 Modeling Lens

Lens as a phase transmission

A lens as an optical element is a device that converges/diverges a beam. The action

of a lens can be modeled in different ways. In theory, for an incoming plane wave

an ideal lens modifies the planar wavefront into a spherical wavefront which can be

approximated as a quadratic phase. Therefore, a lens can be represented as a quadratic
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phase object, T (x, y) = e±ik(x2+y2)/2f that manipulates the incident beam phase, f

is the focal length of the lens and k is the wavenumber. For our implementation,

φcondensor (x, y) = φobjective (x, y) = T (x, y) where the condenser lens and the objective

lens have different focal lengths.

Lens action as an Optical Fourier transform

The Fourier transforming property of a lens states that for a plane wave illumination,

the field at the front focal plane is related to the field at the back focal plane by an

exact Fourier transform [80] as shown in Figure 3.3. This property can be very useful

for cases where a complete wave-propagation through the lens is not necessary. Field

distribution at the back-focal plane can be obtained without performing propagation

through the lens as described in equation 3.2.2. Here, u = λffx and v = λffy are the

spatial coordinates in the back-focal plane.

ψ(f) (u, v) =

∫∫ ∞

−∞
ψ(−f) (x, y) e

−i 2π
λf

(ux+vy)dxdy (3.2.2)

Figure 3.3: Fourier transforming property of lens.
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Lens action using a wave propagation with two-step propagator

As we had mentioned in the previous section, the SEM optics is designed to demagnify

the beam to produce a focused probe. Most of this demagnification is done by the

objective lens. All lengths on the geometrical (Gaussian) image plane are demagnified

therefore, it is difficult to use a straight-forward propagator function approach between

the objective lens plane and the specimen plane. This is because all propagators assume

the same plane length in the input and the output plane and hence suffer under-sampling

as shown in the next section. To handle the case of different input-output plane lengths

we propose the use of a two-step Fresnel propagator [103] which is described in Figure

3.4. The two-step Fresnel propagator propagates the wavefunction to an intermediate

dummy frequency plane from both the input and the output plane. The wavefunction in

this dummy plane ψd (xd, yd) is calculated in terms of the input plane parameters (xl, yl)

and output plane parameters (xg, yg) separately using a single step Fresnel propagator

function. Then they are equated to each other, and the output plane wavefunction

ψg (xg, yg) is expressed as a combination of three chirp functions in (xg, yg) , (xd, yd),

and (xl, yl) as shown in Equation 3.2.3.

Figure 3.4: : Two-step Fresnel propagator setup between the objective lens plane and
the geometrical (Gaussian) image plane. M is the demagnification factor.
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ψg (xg, yg) =
zg
zl

[
eik(zl−zg)e

−ik(xg2+yg
2)

2zg

]
×

F−1

eik
{

(zg− zl )(xd2+yd
2)

2zlzg

}
F

{
ψl (xl, yl) e

ik(xl2+yl
2)

2zl

} (3.2.3)

The next step is to relate the dummy plane parameters to the input plane parameters.

The goal is to express the output wavefunction completely in terms of the known pa-

rameters. This is achieved by further simplifying equation 3.2.3 using equation 3.2.4

and 3.2.5.

z = zl − zg; ∆xl = Ll/N,∆xg = Lg/N ;

xd= λzlfxl|max= λzgfxg|max , fxl|max = 1/2∆xl (3.2.4)

zl
zg

=
Ll

Lg

=
∆xl
∆xg

(3.2.5)

Finally, we get an output function that is not dependent on the dummy plane param-

eters, and it is completely characterized using input and output plane chirp functions

as shown in equation 3.2.6.

ψg (xg, yg) =
Lg

Ll

[
eikze

−ik(Ll−Lg)(xg2+yg
2)

2zLg

]
×

F−1

e−iπλz

{
Ll(fxl2+fyl

2)
Lg

}
F

{
ψl (xl, yl) e

ik(Ll−Lg)(xl2+yl
2)

2zLl

} (3.2.6)

3.2.2.4 Applications of plane-by-plane wave propagation

Lens Aberrations and Beam Shaping masks

The geometrical aberration coefficient provides the effect of aberrations on the image

plane. In the wave optical picture, lens aberrations distort an ideal wavefront [104, 105].

These aberration functions can be treated as pure phase objects that are present in the
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lens plane and can be just added to the quadratic phase that is produced by an ideal

lens. This can be very useful to see the effect of aberrations on the probe for each

lens which is not possible in the single lens PSF approach. Nano-structuring [67] of

electron beams is done by using amplitude and phase masks to manipulate the beam

wavefunction. Any arbitrary beam shape can be achieved using these masks. We have

used a simple two-fold astigmatism aberration mask [106] as defined in Equation 3.2.7

to demonstrate the effect of aberration on the probe.

taberration (x, y) = π mod

[{
(x2 − y2) +

1

2

}
, 1

]
(3.2.7)

where (x, y) are spatial coordinates in the lens plane normalized with mask radius,

and the factor π is used just to rescale the values from [0, π].

Phase object approximation

It is important to explain that although all focusing elements like a lens, Fresnel zone

plate, and magnetic lens do produce a quadratic phase, their physics is entirely differ-

ent from one another. In this simulation, we are showing the effect of a lens using a

quadratic phase object. In practice to model electron lenses (electrostatic lens/ mag-

netic lens/ compound immersion lens), a phase object approximation (POA) [107, 67]

can be used. Any electromagnetic field existing between planes zi and zi+1 along the

direction of propagation can be treated as a thin phase object placed at plane zi. The

phase transmission function T (x, y) for this phase object can be calculated using the

equation

T (x, y, z = zi) = eiϕ = e
iπ

[
1

λE

∫ zi+1
zi

V (x,y,z)dz − 2e
h

∫ zi+1
zi

Az(x,y,z)dz
]

(3.2.8)
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where Az is the z-component of the magnetic vector potential, V is the electro-

static scalar potential, e is the electron charge, E is the kinetic energy of electrons, h

is the Planck’s constant, and λ is the wavelength. So, whichever lens is being used

the unwrapped phase calculated using Equation 3.2.8 should be close to quadratic in

behavior.

3.2.2.5 Simulation Details

It is crucial to mention here that the beam in the SEM column is never parallel to the

optical axis and does not have a planar wavefront. This implies that the beam is not

focused on the back-focal plane but rather on the geometrical (Gaussian) image plane.

The image plane distance can be easily found using an ABCD matrix-based ray tracing.

For our optical setup shown in Figure 3.1, the geometrical (Gaussian) image plane is

at z = f2 + δ where δ ≈ 0.01089 mm and the demagnification was M ≈ 0.1038. This

means for a virtual source size of ds = 20 nm, the geometrical (Gaussian) image will

be ∼ 2.076 nm. Here, ds represents ∼ 0.4 FWHM value of the beam wavefunction. So,

for our simulations, the beam wavefunction is propagated from the virtual source at

z = 0 to the specimen plane z = zsp to get the probe distribution. The last ray that

passes through the second aperture A2 and contributes to image formation makes an

angle of α ≈ 9.537 mrad with the optical axis. All the simulations in the chapter are

for beam energy E = 10 keV , which corresponds to λ ≈ 1.22× 10−11 m. The virtual

source size parameter ds = 20 nm, the plane length/observation window Ls = 30 µm

and N = 4096 pixels.
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3.3 Simulation Experiments

3.3.1 How to choose a propagator function ?

The central idea to calculate the correct diffraction result is to sample in a way that

we achieve a nonaliased propagator function. We mentioned earlier that the ASM

propagator (HASM(fx, fy)) is a Fourier domain propagator and the RSC propagator

(hRSC(x, y)) is a spatial domain propagator. To get a more intuitive understanding

of the propagator choice we need to understand sampling constraints on the phase

function of these propagators. Spatial frequency is the rate of change of the phase.

Nonaliasing is guaranteed when the sampling frequency is greater than or equal to

twice the maximum spatial frequency. Mathematically that means, |∂φ(Γ)
2π∂Γ

|max ≤ 1
2△Γ

,

where φ is the phase function and Γ is the independent variable. For HASM and hRSC , φ

would be φ (fx) = kz
√
1− (λfx)

2 and φ (x) = k
√
x2 + z2, respectively. We are using

1-D functions just for simplicity as they have the same behavior in x and y. For HASM if

we satisfy the sampling inequality, we get |∂φ(fx)
2π∂fx

|max ≤ 1
2△f

, where △f = 1
2N△x

is the

pixel size in the Fourier domain. If we solve this inequality, we arrive at the condition

for nonaliased propagation using HASM as z ≤ 2N(△x)2

λ

√
1− ( λ

2△x
)
2. Similarly, for

hRSC we get |∂φ(x)
2π∂x

|max ≤ 1
2△x

, where △x = L
N

is the size of one pixel in the spatial

domain. Solving this inequality, we get the condition for nonaliased propagation using

hRSC as z ≥ 2N(△x)2

λ

√
1− ( λ

2△x
)
2.

To ensure optimization of our choice for the propagator function we repeated the

simulation experiment using three different scenarios. We implemented all the prop-

agations using the ASM propagator, then the RSC propagator, and finally the com-

bination of both (ASM + RSC). For (ASM + RSC) we used a cut-off distance zc =

2N(△x)2

λ

√
1− ( λ

2△x
)
2 discussed above for each propagation to choose between the two.

For all propagation distance z ≤ zc we used the ASM propagator and for z > zc
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we used the RSC propagator. Figure 3.5 shows that the ASM propagator was able to

outperform the other two propagators. One way to understand this behavior would

be the following: ASM is a Fourier domain propagator, and our object function is

a Gaussian beam that doesn’t have much high-frequency information because of its

smooth nature and lack of sharp edges. Therefore, even with sampling that doesn’t

match the nonaliasing constraints, the ASM propagator performs relatively well. For

the other two methods, the beam wavefunction phase at the specimen severally suffers

under-sampling and retains poor phase accuracy compared to ASM propagator that

can show the quadratic phase. This was also reflected in the wavefunction intensity,

and it showed aliased peaks for RSC and (ASM + RSC) propagators. Therefore, for

all our propagations in the simulations, we use the ASM propagator.

Simulation Experiment 1

Step 1 : Initialize the beam wavefunction as a Gaussian function in the virtual source

plane where ds is the virtual source size → ψ = ψs (xs, ys) =

√
e

−(xs2+ys2)
ds2 .

Step 2 : Propagate ψ to the first aperture using a propagator function (ASM / RSC

/ASM + RSC) and multiply the amplitude transmission → ψs (xs, ys) A1 (xs, ys).

Step 3 : Propagate ψ to the condenser lens using a propagator function (ASM / RSC

/ASM + RSC) and multiply the phase transmission → ψs (xs, ys) A1 (xs, ys) φcondensor (xs, ys).

Step 4 : Propagate ψ to the second aperture using a propagator function (ASM / RSC

/ASM + RSC) and multiply the amplitude transmission → ψs (xs, ys) A1 (xs, ys) φcondensor (xs, ys)

A2 (xs, ys) .

Step 5 : Propagate ψ to the front-focal plane of the objective lens using a propagator

function (ASM / RSC /ASM + RSC) and take a Fourier transform to get ψ at the

back-focal of the objective lens → ψf = FT (ψ−f ).

Step 6 : Rescale the spatial coordinates in back-focal plane → xf= λf objectivefxs ,
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yf= λf objectivefys.

Step 7 : Finally propagate ψ = ψf (xf , yf ) , δ distance to the geometrical (Gaussian)

image plane using a propagator function (ASM / RSC /ASM + RSC) and rescale the

coordinates → ψ = ψg (xg, yg) where, xg = yf , yg = yf .

Figure 3.5: Electron beam wavefunction ψg phase profile at the geometrical (Gaussian)
image plane. Phase profile compared for three propagators to model beam propagation
in the SEM column

3.3.2 Plane-by-plane propagation: Objective lens as a phase

transmission

Simulation Experiment 2

Step 1 : Initialize the beam wavefunction as a Gaussian function in the virtual source

plane where ds is the virtual source size → ψ = ψs (xs, ys) =

√
e

−(xs2+ys2)
ds2 .

Step 2 : Propagate ψ to the first aperture using ASM propagator and multiply the

amplitude transmission → ψs (xs, ys) A1 (xs, ys).

Step 3 : Propagate ψ to the condenser lens using ASM propagator and multiply the
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phase transmission → ψs (xs, ys) A1 (xs, ys) φcondensor (xs, ys).

Step 4 : Propagate ψ to the second aperture using ASM propagator and multiply the

amplitude transmission → ψs (xs, ys) A1 (xs, ys) φcondensor (xs, ys) A2 (xs, ys) .

Step 5 : Propagate ψ to the of objective lens using ASM propagator and multiply the

phase transmission → ψs (xs, ys) A1 (xs, ys) φcondensor (xs, ys) A2 (xs, ys) φobjective (xs, ys).

Step 6 : Finally propagate ψ , ( f objective + δ) distance from the objective lens plane to

the geometrical (Gaussian) image plane using ASM propagator to get ψ = ψg (xs, ys).

Figure 3.6: Profile plots of electron beam wavefunction intensity |ψ|2 throughout the
SEM column. It shows how beam width changes as it propagates from the virtual
source plane to the specimen plane. The objective lens has been modeled as a phase
transmission function. Ideally, the beam width should be the smallest at the specimen
however, because of under-sampling we get an aliased beam image with multiple inten-
sity artifact peaks.

Plane-by-plane propagation seems straightforward but is constrained by the digi-

tal nature of numerical diffraction calculation. Figure 3.6 shows that the beam slowly

expands throughout the SEM column until the objective lens. The plane length/ob-

servation window for the beam is set in the virtual source plane to be Ls = 30 µm.

The value for Ls is chosen to be at least greater than the largest aperture diameter.
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After the objective lens, the beam is focused on the specimen plane. Our optical setup

has a geometrical demagnification of M ≈ 0.1038, which means that all lengths in the

virtual source plane are demagnified in the specimen plane. However, the conventional

propagator functions do not allow a different plane length on the input and the output

plane. This implies that simulation starts with Ls = 30 µm in the virtual source plane

that is sampled by N × N = 4096 × 4096 pixels in x and y. One pixel size in the

virtual source plane is △x = △y = Ls

N
= 30 µm

4096
≈ 7.33 nm. The value of plane length

and pixel size remains the same in the specimen plane, but the beam and all lengths

are demagnified M times. This means that a 20 nm beam becomes ∼ 2.076 nm in

the specimen plane being represented by pixels that are larger than the beam. This

under-sampling in the specimen plane gives rise to the aliased result shown in Figure

3.6, demonstrating why a plane-by-plane simulation fails. It is important to point out

here that the bottleneck in the simulation was the objective lens modeling. The alias-

ing happens after the objective lens on the specimen plane because of the difference

in plane lengths. The next two methods discussed solve this problem by modeling the

optics of the objective lens and the propagation following it in different ways.

3.3.3 Plane-by-plane propagation: Objective lens as an optical

Fourier transform

Simulation Experiment 3

Step 1 : Initialize the beam wavefunction as a Gaussian function in the virtual source

plane where ds is the virtual source size → ψ = ψs (xs, ys) =

√
e

−(xs2+ys2)
ds2 .

Step 2 : Propagate ψ to the first aperture using ASM propagator and multiply the

amplitude transmission → ψs (xs, ys) A1 (xs, ys).

Step 3 : Propagate ψ to the condenser lens using ASM propagator and multiply the

phase transmission → ψs (xs, ys) A1 (xs, ys) φcondensor (xs, ys).
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Step 4 : Propagate ψ to the second aperture using ASM propagator and multiply the

amplitude transmission → ψs (xs, ys) A1 (xs, ys) φcondensor (xs, ys) A2 (xs, ys) .

Step 5 : Propagate ψ to the front-focal plane of the objective lens using ASM propagator

and take a Fourier transform to get ψ at the back-focal of objective lens → ψf =

FT (ψ−f ).

Step 6 : Rescale the spatial coordinates in back-focal plane → xf= λf objectivefxs ,

yf= λf objectivefys.

Step 7 : Finally propagate ψ = ψf (xf , yf ) distance ′δ′ to the geometrical (Gaussian)

image plane using ASM propagator → ψ = ψg (xg, yg) where, xg = λ(f objective+δ)fxs,

yg = λ(f objective + δ)fys.

Figure 3.7: Profile plots of electron beam wavefunction intensity |ψ|2 throughout the
SEM column. It shows how beam width changes as it propagates from the virtual
source plane to the specimen plane. The objective lens has been modeled as an Optical
Fourier transform.

Exploiting the Fourier transforming action of a lens is one way to get around the

aliasing problem we discussed in the previous simulation. For this simulation exper-

iment, the wavefunction is propagated to the front-focal plane of the objective lens.

Then we calculate the wavefunction in the back-focal plane using a Fourier transform
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and rescale the coordinates in the focal plane. It is because of this rescaling and the

Fourier property of the lens that we can get around propagating the field through the

lens. Although this gives us a more reasonable spot size of the beam on the specimen

plane, it is not ideal from a plane-by-plane implementation point of view. It would be

difficult to add lens aberration as a phase transmission function in this implementation

as the beam is not being propagated through the lens. Also, in scenarios where we want

to place a phase mask for beam shaping at some z-plane, knowing the wavefunction

throughout the column at all planes would be convenient. For this implementation,

the Full-width-at-half-max (FWHM) value for the wavefunction intensity or the probe

diameter is ∼ 4.9040 nm as shown in Figure 3.7.

3.3.4 Plane-by-plane propagation: Objective Lens as Phase trans-

mission followed by two-step Fresnel propagation

Simulation Experiment 4

Step 1 : Initialize the beam wavefunction as a Gaussian function in the virtual source

plane where ds is the virtual source size → ψ = ψs (xs, ys) =

√
e

−(xs2+ys2)
ds2 .

Step 2 : Propagate ψ to the first aperture using ASM propagator and multiply the

amplitude transmission → ψs (xs, ys) A1 (xs, ys).

Step 3 : Propagate ψ to the condenser lens using ASM propagator and multiply the

phase transmission → ψs (xs, ys) A1 (xs, ys) φcondensor (xs, ys).

Step 4 : Propagate ψ to the second aperture using ASM propagator and multiply the

amplitude transmission → ψs (xs, ys) A1 (xs, ys) φcondensor (xs, ys) A2 (xs, ys) .

Step 5 : Propagate ψ to the of objective lens using ASM propagator and multiply the

phase transmission → ψs (xs, ys) A1 (xs, ys) φcondensor (xs, ys) A2 (xs, ys) φobjective (xs, ys).

Step 6 : Finally propagate ψ, distance ( f objective + δ) from the objective lens plane

to the geometrical (Gaussian) image plane using two-step Fresnel propagator to get
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ψ = ψg (xg, yg) where, xg = Mys, yg = Mys and M ≈ 0.1038 is the geometrical

demagnification.

Figure 3.8: Profile plots of electron beam wavefunction intensity |ψ|2 throughout the
SEM column. It shows how beam width changes as it propagates from the virtual source
plane to the specimen plane. The objective lens is modeled as a phase transmission
followed by a two-step Fresnel propagation.

As mentioned above, a propagator function inherently assumes the same plane

length (observation window) on the source and specimen plane. The flexibility of choos-

ing different plane lengths is achieved using the two-step Fresnel propagator after the

objective lens. This method enables plane-by-plane propagation that overcomes the

under-sampling problem in the specimen plane without using the lens as Fourier trans-

forms and produces a realistic result. It would be possible to place any phase object

like an aberration function or beam-shaping mask anywhere in the column and observe

the effect of it on the probe distribution in the specimen plane. The probe diameter

from this method is ∼ 4.9074 nm as shown in Figure 3.8.
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3.3.5 Comparison and analysis of results

The geometrical picture of probe diameter calculation is dependent on the geometrical

(Gaussian) image of the probe, diffraction, spherical, and chromatic aberrations. We

use the root power sum (RPS) method [55] shown in the equation 3.3.9 which uses

only FW50 (full-width at 50 % current value) diameters. For our simulations, all

distributions are normalized so we consider FWHM ≈ FW50. Other factors like

coherence [4] and higher-order parasitic aberrations also affect the probe distribution.

d2probe =

{ (
d4diffraction + d4spher. aberr

) 1.3
4 + d

1.3

I

} 2
1.3

+ d2chrom. aberr (3.3.9)

where ddiffraction = 0.66 ×10−9
√
V α

, with V = 10 KV and α ≈ 9.537 mrad. For this

analysis we have compared the results with the diffraction contribution ddiffraction in

the probe diameter without introducing any aberrations in the lenses. We treat the

FWHM value as the beam diameter. For the virtual source size parameter ds =

20 nm, the wavefunction is ψ = ψs (xs, ys) =

√
e

−(xs2+ys2)
ds2 and has a FWHM value

of ds|FWHM ≈ 47.2 nm. For M ≈ 0.1038, the Gaussian probe diameter would be

dgaussian =Mds|FWHM ≈ 4.9074 nm. The diffraction contribution is calculated as

ddiffraction = 0.66 ×10−9√
10×103 (9.537×10−3)

≈ 0.692 nm

dprobe|geometrical =
√
d2gaussian + d2diffraction ≈ 4.956 nm (3.3.10)

Therefore, both the wave methods produce a result very comparable to what was

Wave simulation Method FWHM △dprobe
Lens using Optical Fourier Transform ∼ 4.9040 nm ∼ 0.051 nm

Two-step Fresnel propagator ∼ 4.9074 nm ∼ 0.048 nm

Table 3.2: Comparison of probe diameter of the wave simulation using different methods
and their difference (∆dprobe) from the geometrical calculations.
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expected from the geometrical picture. The small deviation might be an effect of the

digital nature of the simulation. Figure 3.9 shows the convergence of both the wave

methods with the geometrical theory. N was changed by keeping the L fixed and hence

the highest spatial frequency changes. It is important to note that results from both

wave methods start converging around the same spatial frequency which supports the

equivalency of both methods. The outlier on the two-step propagator curve is a result

of aliasing. In this case, there were multiple peaks formed in the specimen plane and

the FWHM value is that of the central lobe. We have used the sampling frequency

corresponding to N = 4096 in all our simulations as shown in Figure 3.9.

Figure 3.9: Convergence of the two wave methods. Both the wave methods produce
similar probe widths and converge to the geometrical calculations. The highlighted
point on the two-step propagator curve is an erroneous result caused because of aliasing.
OFT stands for optical Fourier transform.

3.3.6 Plane-by-plane propagation Application: Effect of Aber-

ration

Simulation Experiment 5

Step 1 : Initialize the beam wavefunction as a Gaussian function in the virtual source

plane where ds is the virtual source size → ψ = ψs (xs, ys) =

√
e

−(xs2+ys2)
ds2 .
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Step 2 : Propagate ψ to the first aperture using ASM propagator and multiply the

amplitude transmission → ψs (xs, ys) A1 (xs, ys).

Step 3 : Propagate function to the condenser lens using ASM propagator and multiply

the phase transmission and the aberration mask function → ψs (xs, ys) A1 (xs, ys)×

φcondensor (xs, ys)

tcondensoraberratoin (xs/r, ys/r), where r is mask radius.

Step 4 : Propagate ψ to the second aperture using ASM propagator and multiply the

amplitude transmission → ψs (xs, ys) A1 (xs, ys) φcondensor (xs, ys) ×

tcondensoraberratoin (xs/r, ys/r) A2 (xs, ys) .

Step 5 : Propagate ψ to the of objective lens using ASM propagator and multiply the

phase transmission and the aberration mask function → φobjective (xs, ys) ×

tobjectiveaberratoin (xs/r, ys/r).

Step 6 : Finally propagate ψ, distance ( f objective + δ) from the objective lens plane

to the geometrical (Gaussian) image plane using two-step Fresnel propagator to get

ψ = ψg (xg, yg) where, xg = Mys , yg = Mys and M ≈ 0.1038 is the geometrical

demagnification.

Figure 3.10: Visualizing the effect of aberration on the probe intensity. (a) Two-fold
axial astigmatism aberration function, (b) Probe intensity with no aberrations in both
the lenses, (c) Aberrated probe intensity with aberration present only in the objective
lens, (d) Aberrated probe intensity with aberration present in the condenser lens and
the objective lens.
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Aberrations are present in all real lenses. We have chosen a simple two-fold astig-

matism function to demonstrate how they affect the probe in SEM. The simulation

experiment was run in three configurations: no aberration in both lenses, aberration

only in the objective lens, and aberration present in both lenses. Astigmatism causes

the beam to become elliptical and have more spread along a certain axis. Our choice

of aberration function causes the beam to spread along the y-axis. Figure 3.10 shows

the importance of having the capability of performing a plane-by-plane propagation

through the lenses. In practice, the whole SEM column is reduced to the probe-forming

objective lens. However, aberrations present in the condenser lens also affect the final

probe. The probe in Figure 3.10 (d) has FWHM ≈ 5.488 nm along the y-direction

and the probe in Figure 3.10 (c) has FWHM ≈ 5.081 nm. These results support

the fact that the combination of condenser and objective lens aberrations is the more

accurate way of modeling probe formation. Such an approach can capture the effect

of both the lenses and their aberrations. It also shows how aberrations can make the

probe broader and hence deteriorate the final resolution.

In this chapter, we showed the modeling of an SEM optical column by establishing

a step-by-step propagation method. We presented the first successful plane-by-plane

propagation of the electron beam wavefunction from the source to the specimen assisted

by the two-step Fresnel propagator method. The under-sampling problem arising in the

specimen plane due to the objective lens demagnification was discussed and two wave

optical methods were implemented to overcome it. We also showed that the wave optical

methods produced similar probe diameters as predicted by the geometrical theory.

Finally, we demonstrated one of the applications of our plane-by-plane propagation

by studying the effect of the two-fold astigmatism on the final probe. This plane-

by-plane propagation method can be applied to any probe-forming system to model

propagation and probe formation. Adding more lenses, apertures, aberrations, phase
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masks, etc. along the column will be very convenient using our implementation. This

study can be used to explore other factors that affect the probe like partial coherence

and noise. Another potential application worth exploring using our method could be

the understanding of compound/electrostatic immersion lenses using wave optics.

68 3.3. Simulation Experiments



Chapter 4

Aberration Diagnostics using Deep

Learning

In Chapter 2 and Chapter 3 we discussed two wave optical models to represent the

optics and probe formation in an SEM. In Chapter 2, we treated probe formation due

to the action of an objective lens. In Chapter 3 we did not approximate the optical

setup in anyway and used a plane-by-plane propagation model. In this chapter 1, we

refine our definition of the optical setup by relying on the concept of an exit pupil. This

chapter is a direct application of SEM-Nano. We have slightly modified the SEM-Nano

program such that the equations are expressed in terms of a normalized coordinate

system (Equations 4.1.2 and 4.1.3) described in the next section. This change gives

us the ability to input the aberration coefficients in dimensions of length instead of

′number of λs’.

Aberration diagnostics in an uncorrected SEM is crucial to move towards an alter-

native way of aberration correction which is independent of the multipole correctors.

Currently, there are no standard methods to quantify aberrations in an uncorrected

SEM. Instead of trying to perfect the optics, another approach could be adaptive aber-
1The work shown in this chapter was done in collaboration with Harshkumar Prajapati

Chapter 4. Aberration Diagnostics using Deep Learning 69



Chapter 4. Aberration Diagnostics using Deep Learning

ration correction. The idea is to work with the imperfect optics and add a reconstruction

step to shape the beam wavefront and negate aberrations. Even with the developments

in dynamic shaping of electron beams [42, 43, 44, 45, 46, 47], we still require the ability

to quantify aberrations in uncorrected SEMs. In this context, this work is focused on

estimating aberrations using a neural network trained on modeled probe intensities [4]

and testing its performance on test probe intensities.

4.1 Optical Setup

The SEM optical column is designed to form the smallest possible probe at the specimen

plane. The final probe distribution depends on several factors like source distribution,

diffraction from multiple apertures, aberrations from lenses, coherence, etc. In Schottky

field-emission SEMs, the virtual source size is already much smaller than thermionic

sources (ds ≤ 20− 25 nm) [79]. Therefore, to get a small probe the demagnification is

performed mostly performed by the objective lens. However, this doesn’t mean that the

aberrations in other lenses don’t affect the probe distribution which is often assumed.

In cases where there are multiple lenses and apertures present (all in different planes),

the system can be described using the action of an exit pupil. An exit pupil is an

image of the limiting aperture in the column when viewed from the specimen plane into

the optics. For paraxial beams, under the assumption of linearity and shift-invariance,

probe formation can be described as the coherent imaging of the electron beam [4] as

shown in equation Equation 4.1.1

ψsp(xi, yi) = h(xi, yi) ⊗ ψg(xi, yi) (4.1.1)

where (xi, yi) are the coordinates in the specimen plane, ⊗is the convolution operator,

ψsp is the final probe wavefunction, ψg is the geometrical demagnification of the
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Figure 4.1: Schematic diagram of an arbitrary SEM column with multiple lenses and
apertures. For linear and shift-invariant optical systems, their behavior can be modeled
using the action of an exit pupil (projection of the smallest aperture in the column) as
shown above.

source wavefunction, and ψs(x, y) = e
−(x2 + y2)

ds is the coherent point spread function

(h) defined in Equation (4.1.2) as the Fraunhoffer Diffraction of the exit pupil [80]

h(xi, yi) = F { A(xa
zi,

ya
zi
) e

−i 2π
λ

φ( xa
zi,

ya
zi

)} (4.1.2)

where F represents Fraunhofer diffraction, A is the image (projection) of the limiting

aperture in the exit pupil plane (xa, ya), λ is the electron wavelength, and zi is the

distance between the specimen plane and the exit pupil. The specimen plane coordi-

nates are related by the exit plane coordinates as xa = (λzi)fx, where fx is the spatial

frequency coordinate in the specimen plane.

For an ideal system, at the exit pupil, a spherical wavefront can be observed. How-

ever, for real SEM optics, aberrations present in the optical components make the

wavefront deviate from a spherical shape at the exit pupil and hence the aperture

function acquires a phase φ as shown in Equation 4.1.2. There are multiple existing
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notations in the literature to represent wavefront aberrations in the exit pupil. We will

use the notations [56, 108] shown in Equation (4.1.3)

φ(ω) = R[
1

2
ωϖ C1 +

1

4
(ωϖ)2 C3 +

1

2
(ϖ)2 A1 +

1

3
(ϖ)3 A2

+ω2ϖ B2 +
1

4
(ϖ)4 A3 + ω3ϖ S3 + ..... ] (4.1.3)

where R represents the real part, ω = xa

zi
+ iya

zi
, ϖ = xa

zi
− iya

zi
,

and C1, C3/Cs, A1, A2, B2, A3, S3 are the aberration coefficients.

4.2 Machine Learning Elements

We use machine learning to predict aberration coefficients from a pair of probe inten-

sity images by modeling it as a nonlinear regression problem. Machine learning models

learn a functional mapping between the input and the output spaces and hence can

be used for regression problems to learn a functional mapping between the dependent

and independent variables. In our case, the input space is the set of all pairs of probe

intensity images and the output space is the corresponding aberration coefficients. This

functional map between the output and input spaces is learned by a training procedure.

During the training process, the model is fed a set of known pairs of input and output

data known as the training dataset. The model updates its parameters within an opti-

mization framework to best fit this training dataset. Its performance is then evaluated

on a set of unseen pairs of input and output data known as the test dataset. A machine

learning model is said to be good if its performance on the test dataset is comparable

to the performance on the training dataset.
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4.2.1 Range of aberration coefficients

Standard methods for aberration diagnostics are available in transmission electron mi-

croscopes (TEM) and scanning transmission electron microscopes (STEM) [32, 82] and

the range of aberration coefficients are well-known [56, 108]. Some methods do exist for

the measurement of aberrations in aberration-corrected SEM [34, 109]. There also have

been studies about the values of individual coefficient ranges (C3/Cs, Cc) [110, 65]. As

far as we know, no standard range of aberration coefficients for the uncorrected SEM

is reported in the literature.

We use the aberration coefficient range for SEMs based on the SEM Nano simulation

[4] shown in Table 4.1. The set of these values would form a superset of the actual

values, which makes them pivotal for broader training of CNN. The actual values in a

well-aligned SEM might have a smaller range.

Aberration Coefficients Min. value Max. value
C1 − Defocus −2 µm 2 µm

C3/Cs − 3rd order spherical 0 mm 600 mm
A1 − 2 fold axial astigmatism −3 µm 3 µm
A2 − 3 fold axial astigmatism −2.3 mm 2.3 mm
B2 − 2nd order axial coma −2 mm 2 mm

A3 − 4 fold axial astigmatism −400 mm 400 mm
S3 − 2 fold astigmatism of Cs −300 mm 300 mm

Table 4.1: Range of aberration coefficients used for training the CNN.

For instance, in Table 4.1 the upper limit for the value of C3/Cs is 600 mm which

seems rather large. But the resolution limit for C3/Cs is r(Cs) = 4
√
0.12 Cs λ3. So for

a typical value of like λ = 8.5 pm, r(Cs) is still just ∼ 2.5 nm. For weak lenses that

are used in SEMs when coupled with larger working distances, C3/Cs = 20− 100 mm

[65], which is still a subset of the range used for training.
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Figure 4.2: Distribution functions of individual coefficients used in training.

4.2.2 Training and Test Data

We use SEM Nano to simulate 40, 000 pairs of parasitic aberration coefficients and

the corresponding probe intensity image pair (in-focus and defocused). The defocused

image is generated by adding C1 = 2 µm to the aperture phase function. The aberration

function is a linear combination of even and odd functions. Therefore, the problem of

predicting the coefficients using a single probe intensity image is ill-posed. For instance,

the effect of negative and positive defocus on the probe diameter is the same as the

basis function for defocus (ωϖ) is even. This means, that given just a single probe

intensity image with defocus, it is impossible to accurately predict whether the probe

was produced with negative or positive defocus. That is the reason we use the image

pair (in-focus and defocused) in the pipeline to train and test the network.

60% of the 40, 000 data samples were used to train the CNN, and were 15% used

for validation during training. The remaining 25% was used as the test data. For

each aberration coefficient, the values were sampled from a Gaussian distribution with
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mean value µ = 0; and standard deviation σ = 0.3 of their maximum value shown

in Table 4.1. Distributions used for generating the individual aberration coefficients.

As there is always some unavoidable amount of defocus present in the probe, we have

only considered non-zero values of C1. Furthermore, it is known that electron lenses

have positive spherical aberration so the distribution corresponding to only has C3

non-negative values. The distribution for all coefficients are shown in Figure 4.2.

4.2.3 Convolutional Neural Network

We have used a convolutional neural network (CNN) as our machine learning model to

predict the aberration coefficients from a pair of probe intensity images. CNNs are a

class of artificial neural networks that have been widely used by the computer vision

community. Their ability to learn spatial hierarchical features from raw data and use

parameter sharing to reduce the number of learnable parameters make them highly

successful on image-based tasks. Due to their proven success on image data, they

have also been used to address imaging problems in both optical [111] and electron

microscopy[112, 113, 114, 115].

Over the years several CNN architectures have been proposed with varying com-

plexity. The choice of architecture depends upon the type and complexity of the task

at hand, the size of the dataset, and computational resources. Typical computer vision

datasets have millions of training samples and hence use complex CNN architectures.

Since we have only training samples we use a vanilla CNN with 9 blocks (see Figure

4.3).

Out of the 9 blocks, the first 6 blocks are convolutional. Each block consists of a 2-D

convolutional layer followed by a Leaky ReLU activation layer. The 2-D convolutional

layer consists of many kernels or filters that are convolved with the input image or the

output of the previous layers (depending upon the position of the block). The output
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Figure 4.3: Convolutional neural network (CNN) architecture used for training on the
generated dataset of aberrated probe intensities.

after the application of each of these kernels is known as a feature map as it represents

the features extracted by the kernels. The weights of these kernels are updated during

the training process, and they determine the types of features learned by these kernels.

The feature maps are passed through a ReLU activation layer. ReLU activation keeps

the positive values in the feature map as it is and clips the negative values to zero. This

introduces non-linearity in the training process. The features extracted by the kernels

keep getting more complex with each block. In the initial block, the feature maps consist

of simple features such as edges and textures as the kernels are directly convolved with

the input image. In the later blocks they consist of complex hierarchical features as

the kernels here are convolved with the feature maps obtained from the previous block.

The output of the last convolutional block is flattened to a vector and passed to the

penultimate block. The penultimate block consists of a fully connected layer followed

by a Leaky ReLU and dropout layer. The last block consists of a fully connected layer

whose output is a vector representing the aberration coefficients. Since, we want the

network to predict only non-negative values for Cs/C3, we have a ReLU activation

for the last element of our output vector. In a fully connected layer, each neuron is

connected to all the neurons of the previous layer. Thus, the output of each neuron is the

weighted average of all the neurons in the previous layer. The weights in this weighted
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average are updated during the training process. Due to these dense connections, a fully

connected layer greatly increases the complexity (number of parameters of the model)

of the CNN. This can lead to the CNN overfitting the training data and performing

poorly on the test data. Hence, we use a dropout layer after the first fully connected

layer. The dropout layer drops the neurons in the previous layer with a probability p.

Thus, it acts as a regularizer and prevents overfitting.

4.2.4 Training

Each iteration of training can be divided into two phases - forward pass and backward

pass. During the forward pass, a set of input images from the training data (batch of

training data) is fed to the CNN. For each input image in the batch, the convolutional

blocks extract features from the image. The fully connected blocks regress over these

features and predict the corresponding aberration coefficients. The predicted coeffi-

cients are compared with the ground truth coefficients and an error also known as loss

in machine learning is computed. This is done in parallel for all the images in the batch

and a mean batch loss is computed. Now during the backward pass, this mean batch

loss is backpropagated and the weights in each layer are updated. The magnitude of

the weight updates is proportional to the learning rate. The greater the learning rate,

the greater the change in weights. In each iteration, a different batch of training data

is fed to the CNN. When all the training data is covered it is known as an end of an

epoch. The CNN is trained for many epochs and the loss is expected to go down with

each epoch. The training is stopped when the loss is reasonably low and the change in

loss with epoch has stagnated. The batch size, number of epochs, and the learning rate

are called hyperparameters and are fine-tuned by us. We train our CNN for 200 epochs

with a batch size of 128. We change our learning rate with each epoch and hence use

OneCycleLR [116] as our learning rate scheduler. The learning rate begins with 0.001
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and increases with each epoch until it reaches 0.01 and then it starts decreasing with

each epoch and reaches 0.0001 at the end of 200 epochs. We use the normalized mean

square error (nMSE ) between the predicted and the ground truth aberration coefficients

as the error metric. The average of this nMSE over the entire training data is used as

the loss function. Since the order of magnitude and range of each aberration coefficient

is different, we re-scale all the aberration coefficients between −1 to 1 before computing

the nMSE. Figure 4.4 shows the training and validation loss after 30k iterations.

Figure 4.4: Training and validation loss minimization after 30k iterations.

4.3 Results

The goal for this work is to lay down and explain a step-by-step method of aberration

diagnostic based on deep learning. To evaluate the performance of the trained network

we show the distribution of the predicted coefficients and the prediction error (root

mean square error - RMSE ) of individual coefficients (see Figure 4.5). The network

performed well on the test data and the final loss (nMSE ) on the test dataset was

∼ 0.001693.
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Figure 4.5: Distribution of the predicted aberration coefficients on the test dataset
compared to the distribution used for training. The prediction error (RMSE ) for all
the coefficients is shown in Table 4.2.

Aberration Coefficients Min. value Max. value Prediction Error
C1 − Defocus −2 µm 2 µm 0.1164 µm

C3/Cs − 3rd order spherical 0 mm 600 mm 31.8 mm
A1 − 2 fold axial astigmatism −3 µm 3 µm 0.06766 µm
A2 − 3 fold axial astigmatism −2.3 mm 2.3 mm 0.065686 mm
B2 − 2nd order axial coma −2 mm 2 mm 0.037455 mm

A3 − 4 fold axial astigmatism −400 mm 400 mm 10.4 mm
S3 − 2 fold astigmatism of Cs −300 mm 300 mm 13.8 mm

Table 4.2: Table to show prediction error of the trained network for individual coeffi-
cients on the test dataset.

Apart from the prediction error and test loss, it is equally important to evaluate

the efficacy of the method on its final goal, which is aberration correction. We have

discussed two main results in this section — (1) probe aberration correction and as a

result of that, (2) the resolution enhancement in the final image.
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4.3.1 Aberration Correction

Aberrations in the optics cause the probe to deviate from circular symmetry and

broaden in size, to reduce in peak value, and gain irregularities on the surface. All

these changes degrade the quality of imaging. To present a juxtaposition, we evaluate

the correction based on three metrics which are size, peak value, and smoothness.

To compare size we compare the profiles before and after the correction of the

probe. At first we show the comparison for an example image (see Figure 4.6) and

then report the results for the test dataset. The aberrated probe might not be sym-

metric in all directions, therefore we compare the profiles for four different directions

(0◦, 45◦, 90◦, 135◦). For the example image, comparison of profile widths (d59) [56] in

all directions before and after correction is shown in Table 4.3.

Figure 4.6: (left) Aberrated probe intensity shown with the aberration values present
in the exit pupil, (right) Corrected probe intensity shown with the predicted aberration
coefficients used to construct the inverse wavefront function. Reduction in probe width
is shown in Table 4.3. The corrected probe peak value was ∼ 0.8 compared to ∼ 0.18 in
the aberrated probe, showing an improvement of ∼ 4.46×. The asymmetry in the probe
was also corrected and there was a 2.68× reduction in total variation, which implies
that the corrected probe was much smoother. Here λ = 8.5 pm for beam energy 20 keV .
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Direction Before (d59) After (d59)
0◦ 3.125 nm 1.1719 nm
45◦ 1.935 nm 0.7812 nm
90◦ 3.125 nm 1.1719 nm
135◦ 1.757 nm 0.7812 nm

Table 4.3: Probe width comparison in four directions for aberrated and aberration
corrected probe example.

Here we have defined d59 as the diameter which contains 59% of the total probe

intensity that has been re-scaled to [0, 1]. For peak and smoothness comparison we

compare the peak value and the total variation (TV) in the unnormalized probe images

respectively. Total variation is the sum of absolute value of the derivative of an image

X and is defined as the L1 − norm of the gradient: TV (X) = ||∇I||i =
∑

|∇Ii|.

Aberration correction on the test data

On average, the network was able to correct the effects of aberrations in the probe

effectively. The peak value ratio was peakcorrected
peakaberrated

|avg. = 5.0125, which implies that cor-

rected probe was ∼ 5× more intense than the aberrated probe. The corrected probe

was 3.6974× smoother than the aberrated probe as shown by the ratio of total varia-

tion; TVaberrated

TVcorrected
|avg. = 3.6974. Similarly with probe width, there was an overall reduc-

tion observed in d59 in all four directions. The average reduction (d59−aberrated

d59−corrected
|avg.) in

0◦, 45◦, 90◦, 135◦ profiles were 2.5512×, 2.5360×, 3.4171×, 2.5281× respectively.

4.3.2 Image resolution enhancement

For the image resolution comparison, we have used a reference BSE image of a gold-

nanoparticle (Au-NP) with a diameter of 28.5 nm. The reference image represents

the ideal object structure which is blurred by the aberrated probe intensity. It was

generated in CASINO [78, 59] with no noise, no aberrations, and probe diameter set

to 0.1 nm (∼ δ − function). Comparison of the images and profiles for the reference
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image (object), the aberrated image, and the aberration-corrected image are shown as

an example in Figures 4.7 and 4.8 respectively. The metric used for comparing resolution

enhancement is the full-width-at-haltf-max (FWHM) comparison of the particle profile.

Figure 4.7: Effect of aberration correction on image resolution. (left) Ideal/reference
BSE image of a single Au-NP generated in CASINO and rescaled to [0, 1], (center)
Image of a Au-NP when captured using a aberrated probe intensity, (right) Image of a
Au-NP when captured using a aberration-corrected probe. The probes (aberrated and
corrected) used for this demonstration were shown in Figure 4.6.

.

Figure 4.8: Profile comparison to show the change in resolution. (left) x-profile, (right)
y-profile.

In Figure 4.8, the x-profile shows that the aberrated image was slightly shifted but

the peak and width values are still comparable to the reference x-profile. Therefore the

corrected x-profile is more close to the reference x-profile and the shift was corrected.

For the y-profile, a reduction in peak value (0.928) and increase in FWHM value was
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xFWHM yFWHM

Reference/Object 25.5176 nm 25.5176 nm
Aberrated 23.8185 nm 26.6953 nm

Aberration-corrected 23.5547 nm 23.447 nm

Table 4.4: FWHM comparison for Au-NP profiles.

observed. Both the effects were diminished during the correction process which can be

seen in the corrected y-profile. A comparison of the FWHM values for the profiles is

shown in Table 4.4.

In this chapter, we presented a machine learning technique for fast and simple aber-

ration diagnostics in an uncorrected SEM using just two aberrated probe intensity

images. A convolutional neural network was trained on a dataset of 24, 000 aberrated

probe intensity images, generated using the SEM Nano simulation [4]. The network was

trained to predict the first seven aberration coefficients (C1, C3/Cs, A1, A2, B2, S3, A3)

present in the probe, given the probe intensity and its defocused version. The per-

formance of the trained network was shown for simulated unseen data. An average

∼ 3 − fold reduction in the probe width, ∼ 5× gain in the peak value, and ∼ 3.7

reduction in total variation was observed on the simulated test data set. A quantifiable

gain in image resolution was also demonstrated on a test image. This method will be

greatly beneficial for real-time aberration diagnostics and automation of the aberration

correction process.
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Chapter 5

Electron Probe Phase Retrieval

Chapter 2 and Chapter 3 were dedicated to the wave-optical modeling of the SEM

column and Chapter 4 was a direct application of SEM-Nano [4] (Chapter 2). This

chapter is focused on the experimental part of the dissertation, where the importance

of the wave-optical description is experimentally realized.

5.1 Phase Retrieval

Phase retrieval is one of the most interesting problems in physics and optics. It has

found fundamental applications in a wide number of areas like X-ray crystallography

[117], astronomical imaging [118, 119], microscopy [120], etc. In the field of electron

microscopy, the study of phase retrieval methods and the phase information itself have

been extensively exploited to produce excellent results over several decades in TEM

and STEM [121, 122, 123, 124, 125].

Statement: For a complex function ψ(α) = |ψ(α)|eiϕ(α), given only its magnitude |ψ(α)|,

can we recover its phase ϕ(α) ?

Here α can be a variable of the real domain or the conjugate (Fourier) domain depending

on the problem definition. This is an ill-posed inverse problem as multiple solutions

can exist. Typically, there are various known constraints applied to the data in both
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domains to guide the solution to a close approximation of the actual phase.

Broadly speaking phase retrieval can be performed using interferometric techniques

like digital holography [126, 127], pytchography [128, 129, 130], etc., or non-interferometric

techniques [131]. The work discussed in this chapter focuses on phase retrieval based

on non-interferometric phase retrieval only.

5.1.1 Non-interferometric phase retrieval

Non-interferometric phase retrieval refers to recovering the lost phase of an object us-

ing single or multiple-intensity measurements [131]. Some techniques can recover phase

using a single intensity measurement such as the Gerchberg-Saxton algorithm [80, 131],

the hybrid input-output algorithm [80, 131], etc. Often with single-intensity-based

phase retrieval, the magnitude measurement is done in the Fourier space. So the prob-

lem is defined as the reconstruction of an object function given the magnitude of its

Fourier transform.

However, that is not the case with multiple-intensity measurements-based phase

retrieval. The goal is to capture the phase information diversity between the measure-

ments. What is being captured is the phase difference required to match the measured

ground-truth intensities. Controlled defocus [121, 7] near a focal plane is one of the

most popular techniques for multiple-intensity-measurement phase retrieval because of

its simplicity. We choose to use the defocus diversity-based phase retrieval method

because it is relatively easier to perform in an SEM. We describe the experiment in

Section 5.3.

5.2 Phase retrieval problem for the SEM

Modern field-emission SEMs are equipped with highly coherent electron sources there-

fore a wave optical description of probe formation becomes essential [65]. Figure 5.1
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shows a typical lens setup for an SEM. Probe-forming optics consist of the electron

gun, multiple apertures, and multiple lenses. The probe wavefunction at the specimen

can be expressed as a function of the virtual source distribution, coherence, aperture

diffraction, and the wavefront aberrations [4]. For the coherent case,

Objective
Lens

Condensor
Lens Limiting

Aperture

Exit Pupil

Specimen
plane

(xi , yi )

(xa , ya )

Apetrure zi

Virtual
source
(x, y)

 z

L

ds dg

lcoh

Figure 5.1: Optical setup for an arbitrary SEM column showing probe formation. The
linearity and shift-invariance property allows the system to be represented using the exit
pupil. The exit pupil is the image of the limiting aperture viewed from the specimen
plane into the optics.

ψsp(xi, yi) = h(xi, yi) ⊗ ψg(xi, yi) (5.2.1)

where ⊗ represents convolution, (xi, yi) are the coordinates in the specimen plane,

ψg(xi, yi) is the geometrical demagnification of the virtual source wave function ψs(x, y) =

e
−(x2 + y2)

ds in the specimen plane, h(xi, yi) is the coherent point spread function of the

optics (PSF coh
optics) in the specimen plane, and ds is the width parameter of the virtual
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source. The PSF coh
optics is defined as,

h(xi, yi) = F { A(xa
zi,

ya
zi
) e

−i 2π
λ

φ( xa
zi,

ya
zi

)} (5.2.2)

where F represents Fraunhofer diffraction [80], A is the image (projection) of the limit-

ing aperture in the exit pupil plane, (xa, ya) are the coordinates in the exit pupil plane,

zi is the distance between the exit pupil and the specimen, λ is the relativistic electron

wavelength. The exit pupil plane coordinates are related to the specimen plane coor-

dinates as xa = (λzi)fx , where fx is the spatial frequency coordinate in the specimen

plane and similarly for ya. The phase φ in Equation (5.2.2) represents the wavefront

aberrations present in the exit pupil which causes the final probe wavefunction to ac-

quire a complex phase. For the incoherent case,

|ψsp(xi, yi)|2 = |h(xi, yi)|2 ⊗ |ψg(xi, yi)|2 (5.2.3)

where PSF incoh
optics = |h(xi, yi)|

2 is the incoherent point spread function of the optics.

As the beam information (intensity and phase) is lost in the imaging process, es-

timating the aberrated wavefront becomes a challenging task. Information about the

aberrated wavefront can be derived from the accurate measurement of the point-spread

function of the probe-forming optics. Secondly, SEM performance is often described in

terms of probe diameter which is unrealistic and simplistic. An accurate characteriza-

tion of any optical system is pivotal to understanding and improving its performance.

Hence, another crucial application of measuring the PSF coh
optics is establishing a resolu-

tion metric for the SEM optics in the Fourier space using a transfer function. Therefore

recovering the electron beam phase is crucial. Again, the phase problem for SEM im-

ages seems absurd because the image formation process doesn’t involve imaging the

transmitted exit wave. However, the phase we are concerned about is the optical phase
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of the quantum wavefunction which describes the electron beam. Therefore, for phase

retrieval, our object is the electron beam itself.

5.2.1 Coherence

Coherence is one of the most fundamental concepts of physics. General discussions on

the topic are widely available in the literature [132, 133, 105]. In electron optics, realis-

tically all field-emission sources have partial coherence [134, 135, 136]. Even thermionic

electron sources, which were thought to be incoherent, exhibit partial coherence [137].

So all the point-spread functions for the probe forming optics can be thought to be

on a spectrum between the PSF coh
optics and PSF incoh

optics, depending on their varying

degree of source coherence. There are numerous approaches to incorporate the ef-

fects of partial coherence on the electron probe [75, 138, 139]. For partially coherent

sources, the fields vibrate in unison at a distance over a finite length, defined as the

coherence length lcoh. Over this length, waves originating from different points on the

source or waves of slightly different wavelengths, show interference. Spatial/transverse

coherence length at a distance L is lspatialcoh = λL√
2dsπ

and the temporal/longitudinal

coherence length is ltemporal
coh = 2λE

△E
where, △E is the spread in beam energy in eV .

For E = 20 keV (λ ≈ 8.5 pm), ds = 20 nm, △E = 0.7 eV and SEM col-

umn length L ≈ 300 mm to 400 mm; lspatialcoh ≈ 4.0585 nm to 5.4113 nm and

ltemporal
coh ≈ 485.71 nm. Typically, SEM optics easily have a theoretical demagnifica-

tion of ∼ 10×, and for all Schottky field-emission sources ds ≤ 20 nm to 25 nm. This

corresponds to a geometrical image of the probe with width dg ≤ 2 nm to 2.5 nm which

is smaller than the lspatialcoh . Therefore, our treatment of probe formation based on the

coherent point-spread function h(xi, yi) is well within reason.
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5.2.2 Probe intensity determination

This process was already explained in Chapter 1 but is repeated here for continuity.

To calculate h(xi, yi), we solve the inverse problem in Equation 5.2.1, and hence the

complete description of probe wavefunction ψsp is needed. We use the AURA software

[58] as described by Zotta, Nevins et al. [6] for reconstructing the probe intensity |ψsp|2.

The experiments were done on a TESCAN MIRA3 SEM equipped with a Schottky

field-emission source (virtual source size; ds = 20 nm). The process begins by capturing

back-scattered electron (BSE) images of well-dispersed 28.5 nm gold (Au) nanoparticles

(NPs) on a thin (∼ 20 nm) carbon (C) film in a field-of-view (FOV) of 2048 nm ×

2048 nm. Then all the individual NPs in the FOV are segmented and stacked together

to get a high signal-to-noise ratio and generate a realistic image of a single NP (Ireal).

Following that an ideal image/object structure (Iideal) is generated using the Monte-

Carlo simulation CASINO, based on the material composition, size, and shape of the

object and ideal imaging conditions; that is no aberrations and no noise. The probe

intensity is known to blur the object structure to produce a real image in the SEM;

Ireal = Iideal ⊗ |ψsp|2 . Therefore, a simple Wiener-filter-based deconvolution (K =

3162) [140] yields the probe intensity. This whole process is summarized in Figure 5.2.

5.3 Defocus diversity experiment

As mentioned above, we have used the TESCAN MIRA3 SEM with a beam energy of

20 keV to perform this experiment. The electron probe was focused on a z − plane to

record an in-focus (∆z = 0) backscattered electron (BSE) image of 28.5 nm Au-NP.

Then the specimen was moved with a z step size of ∼ 1 µm to record under-focused

and over-focused images, as shown in Figures 5.3 and 5.4. Then the probe intensity

distributions for each of these images were reconstructed using the method described in
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Figure 5.2: Probe intensity |ψsp(xi, yi)|2 reconstruction process [6]. (a) Defocused
(△z ≈ −2 µm) BSE image of Au-NPs with multiple isolated NPs in the FOV, (b)
Experimental image of a single NP captured after stacking to improve SNR, (c) Simu-
lated image of a single NP using CASINO, (d) Reconstructed probe intensity (blurring
function) using Wiener-filter-based deconvolution.

Figure 5.2. Just by qualitative analysis of the images and the respective probe intensities

associated with them (see Figure 5.4), we can tell that the beam is astigmatic. As we go

through the focal point, we can see that the image blur and the probe intensities rotate

in the orthogonal direction. This also confirms the presence of the Gouy phase anomaly

in an SEM as an astigmatic electron beam is tightly focused [141]. This was achieved

by a controlled variation of the stigmators on the SEM to introduce astigmatism in the

electron probe.

Figure 5.3: Schematic diagram for the imaging process for the experiment. The electron
beam is focused in a z− plane (z0) and the specimen is moved with a step size of 1µm
to get images in the different z − planes.
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Figure 5.4: Experiment for generating data for phase retrieval of the electron probe.
Focal series of gold nanoparticles (Au-NPs) BSE images (right), and their corresponding
probe intensities reconstructed using AURA (left).
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5.4 Iterative algorithm

We recover the probe phase using the defocus diversity-based non-interferometric phase

retrieval [7]. As described above, the beam is focused on a central plane (z = zo),

and the specimen is moved along the z-axis by △z ≈ 1 µm step. At every z =

zo + n · △z, ∀ n ∈ [−9,+9] an SE/BSE image of the Au-nanoparticles is captured to

create a through-focal-series of the specimen. Then for every SE/BSE image, the probe

intensity is reconstructed using the method described above to get a focal series of probe

intensities ψsp|zo±n△z. This focal series of probe intensities shown in Figure 5.4 is the

input to the iterative phase retrieval algorithm (see Figure 5.5). The algorithm starts

Figure 5.5: Iterative phase retrieval algorithm [7]. All propagations were done using
the ASM propagator. Known images are the probe intensities recovered using AURA.
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by initializing the probe wavefunction at the in-focus plane (zo) as ψzo = |ψzo |eiϕo ,

where |ψzo | =
√

|ψsp|2 is the reconstructed magnitude and ϕo is constant. ψzo is

then propagated to the next plane z = z1 using the angular spectrum method (ASM)

and we get ψz1 = |ψ̃z1|eiϕ1 . Here we keep the acquired phase ϕ1 and replace the

predicted magnitude |ψ̃z1 |with the ground truth |ψz1 | and propagate to the next plane.

This is repeated for all planes with the reconstructed probe intensities (ψsp|zo±n△z)

serving as the ground truth until we circle back to the central plane zo, which completes

one iteration. At the end of each iteration, we calculate the normalized sum-squared

error (n − SSE) between the ground truth and predicted magnitude of the in-focus

wavefunction shown in Equation (5.4.4). The whole process is repeated until a stable

solution is reached with a sufficiently low n− SSE.

n− SSE =

∑
pixels(|ψground−truth| − |ψreconstruction|)2∑

pixels |ψground−truth|2
(5.4.4)

5.5 Reconstructed phase results

In this section, we present the first visualization of the electron probe phase reported

in the SEM literature for three different datasets as shown in Figure 5.6. All probe

intensity images were N ×N = 256× 256 pixels with a pixel size of ∆x = ∆y = 1 nm.

No padding was done for any of the probe intensity images. All the phase maps shown

are wrapped in the interval [−π,+π]. All the reconstructed probe intensities serve as the

ground truth constraint in each plane. Therefore, the phase recovered simultaneously in

all the planes is the phase that would produce the probe intensities upon propagation

starting at the central plane (zo). Its important to note that the true probe phases

(ϕtrue) are lost and the retrieved phase maps shown in Figure 5.6 are the estimated

phases (ϕestimated).
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Figure 5.6: Phase retrieval of the electron probe using defocus. Probe intensity at
different defocused planes and their corresponding recovered phases are shown. The
phase is recovered for all z−planes simultaneously. Results are shown for three different
datasets with various degrees of astigamtism (all E = 20 keV ); Dataset 1: top, Dataset
2: middle, and Dataset 3:bottom. The recovered phase of the in-focus probe (∆z = 0)
- Dataset 1: 19 images, (xstig = 0.4%, ystig = 0.8%), n − SSE = 0.0052 after 23.4k
iterations, Dataset 2: 17 images, (xstig = 0.3%, ystig = 1.0%), n− SSE = 0.03 after
15.7kiterations, Dataset 3: 17 images, (xstig = −0.1% , ystig = 0.7%), n − SSE =
0.0034 after 73.3k iterations.
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5.6 Point-spread function of the SEM Optics

Once we have the phase of the beam after performing phase retrieval, what can we

do with it? Let’s go back to the imaging of the beam. We saw in chapter 2 that the

PSF of the lens system with aberrations is defined as Step 1 in Table 5.1. Now, after

Step # Mathematical description Physical description
1 PSFoptics = h(xi, yi) = F [A(xl, yl)W (xl, yl)] Aperture PSF
2 ψg = (1/M)ψgun Beam demagnification
3 ψsp = ψg � PSFoptics = |ψsp| eiϕtrue Diffraction & aberrations
4 |ψsp|2 = |ψg � PSFoptics|2 True phase lost

Table 5.1: Coherent imaging of the beam and the final probe formation process in a
step-wise description

performing phase retrieval, we have an estimate of the phase ϕestimated. Therefore, we

have the complete description of the beam as we already have measured/estimated the

probe intensity (|ψsp|2).

ψreconstructed
sp = |ψsp|2 eiϕestimated complete probe reconstructed (5.6.5)

Once we have the complete probe distribution we can use the equation in Step 3 of

Table 5.1, to calculate the PSFoptics as:

PSFoptics = ψreconstructed
sp � ψinverse

g (5.6.6)

where, ψinverse
g is the inverse filter corresponding to ψg. This is very easily implemented

in the Fourier domain where the convolution operation is transformed to a multipli-

cation. A magnification of M =∼ 10 was used to show the results for the TESCAN

MIRA3 SEM in Figure 5.7.

It is known that aberrations are the primary cause of poor resolution in uncorrected

scanning electron microscopes (SEM). Here, we have shown the point-spread function
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Figure 5.7: Visualization of the point-spread function of the probe forming optics
(PSF optics). The experiments were performed on a TESCAN MIRA3 SEM with a
Schottky gun of virtual source size 20 nm. For all the datasets, the |PSF optics| shows
that the performance of the lens system is tremendously limited by aberrations. The
zoomed-in part shows the effect of the astigmatic phase for all datasets
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of the probe forming optics (PSF optics) for the first time in an uncorrected SEM. We

show the |PSF optics| for three different datasets (see Figure 5.7).

Figure 5.7 shows the recovered phases of the in-focus probe intensities for all the

datasets and the respective PSF optics. Now, we can compute the point-spread function

of the optics of an uncorrected SEM and appreciate how poor the lens system is. At

lower voltages, the quality of phase retrieval was poor and therefore we have not included

the PSF optics results for lower beam energies E = 2 keV and 5 keV .

In this chapter, we demonstrated an experimental application of using a wave op-

tical description of the SEM column and probe formation. Using the probe intensities

generated from AURA, we were able to retrieve the lost phase of the electron probe

using the defocus experiment. Based on the phase estimates (ϕestimated) we were able to

show the point-spread function of the lens system (PSF optics) in an uncorrected SEM

for the first time. This work is a major step towards wavefront-sensing-based aberration

correction in SEM.
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Chapter 6

Improving Phase Retrieval

In the last chapter, we discussed non-interferometric phase retrieval of the focused

electron probe based on defocus diversity. Recovering lost phase for a beam intensity

that is close to a Gaussian distribution is quite challenging and using defocus as a

diversity method is not optimal. The defocus diversity method has some inherent

drawbacks.

Drawbacks of defocus diversity

• We need to capture around 15 − 20 images of the same nanoparticles. It is

experimentally challenging to get a sufficiently accurate dataset. Ideally, the

difference between the images should only be attributed to the change in focus.

However, in the process of imaging the same field of view, the particle and the

background themselves might change and move due to radiation damage and

heating.

• High information diversity between measurements is always favorable for better

phase retrieval using multiple measurements. But by adding defocus, the images

still have high spatial information correlation which leads to stagnation of phase

solution and very slow convergence.
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One of our goals in this chapter is to point out that when working with iterative

phase retrieval methods, the quality and efficiency of phase recovery are important. In-

formation diversity between measurements can be introduced by defocus (see Chapter

5), angular diversity, transverse translation diversity, etc. [142, 143, 144]. However,

for standard diversity methods, the measurements always have high structural simi-

larity. For instance, as mentioned above for defocus, there exists a strong correlation

in structural information between multiple measurements that leads to stagnation in

phase solutions [145]. To perform an efficient non-interferometric phase retrieval of

the electron probe, we require a much better diversity metric compared to controlled

defocus. Therefore, we propose the use of electron vortex beams for this.

6.1 Electron vortex beams

Since the first experimental generation of electron vortex beams (EVB) in 2010 [146,

147], there has been a tremendous advancement in the field of structured electron

beams [148]. Many techniques have been developed for the generation of EVBs [149,

150, 8, 151], a spiral phase plate (SPP) being the simplest one (see Figure 6.1). The

thickness of the material is milled down using electron beam lithography or a focused-ion

beam in a spiral pattern to induce the desired phase shift. The electron wavefunction

traveling within the material experiences elastic scattering and accumulates a phase

that is directly related to the mean inner potential and thickness of the material [99].

EVBs carry orbital angular momentum as evident from their helical phase structure.

The EVB phase function can be represented as eilθ where l represents the orbital angular

momentum (OAM) state of the beam and θ is the azimuthal angle. The intensity of

EVB is donut-shaped with zero energy at the center and the size (radius) is directly

related to l.

EVBs have become a central area of interest within the electron microscopy and
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electron lithography communities. They have found various applications in electron

microscopy, spectroscopy, particle manipulation, etc. [148]. Therefore, we propose

electron probe phase retrieval in scanning electron microscopy (SEM) as one of the

novel applications of EVB.

Figure 6.1: Electron vortex beam generation using Silicon Nitride/graphite spiral phase
plates. This image was taken from Bliokh et al. [8].

6.2 Spiral phase diversity

Mathematically for a phase function eiφ = cosφ + isinφ, maximum diversity can be

introduced between two intensities if the information comes from quadrature compo-

nents: sinφ and cosφ respectively. This kind of transformation is achieved using the

Hilbert transform in two-dimensional (2D) functions. Vortex/spiral phase plate (SPP)

to generate a beam with OAM state with l = 1 shown in Figure 6.2 is a generalization

of the one-dimensional Hilbert transform [145].

It is well known that these vortex beams carry orbital angular momentum and have

a spiral phase profile. This spiral phase can be used to produce probe intensities with

highly non-redundant information as demonstrated below in Figure 6.2. We use these

two intensities to perform phase retrieval of the electron probe. Therefore, in this work,

we have proposed an experiment for robust phase retrieval of the electron probe based

on spiral phase diversity [145, 152].
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6.2.1 Proposed Experiment

Figure 6.2: Proposed experimental setup to generate two probe intensities one with an
open aperture (Bessel beam) and the other with SPP in the aperture (vortex beam).
For this simulation zsp was 2µm and beam energy was 20 keV

We begin by capturing the first high-resolution SEM image for a fixed set of SEM

parameters (voltage, convergence angle, working distance, etc.) with an open aperture

in the zsp plane, as shown in Figure 6.2 (left). Then for the same operating parameters,

we capture a second image after inserting a spiral phase plate (SPP) exp(iφ) at a dis-

tance zsp as shown in Figure 6.2 (right). The SPP generates a vortex beam that scans

the specimen to produce an image with highly non-redundant data [145]. Our goal is to

have substantial information diversity between the two SEM images. Then we use the

method proposed by Zotta, Nevins et al. [6] to determine the probe intensity distribu-

tion from these two SEM images. For the first image, the probe magnitude should be

close to a Gaussian (|ψ1|) and for the second image, the probe magnitude should have

a donut shape (|ψ2|) (near zero energy at the center). The two probe intensities |ψ1|2

(without SPP) and |ψ2|2 (with SPP) are the inputs for the phase retrieval algorithm.
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6.2.2 Iterative Algorithm

Many phase retrieval techniques based on alternative projections onto convex sets

(APOCS), alternate between two planes of known information. For single intensity-

based phase retrieval techniques (Gercherg-Saxton, Hybrid Input-Output) [80], the al-

gorithm oscillates between the spatial and Fourier domains with constraints in both

domains. Analogously, our iterative algorithm oscillates between the aperture plane

and the specimen plane. We use the two known intensities |ψ1|2 and |ψ2|2, as con-

straints in the specimen plane. The known spiral phase function exp(iφ), and the finite

circular aperture act as constraints in the aperture plane, see Figure 6.3. The choice

of the angular spectrum method (ASM) as the propagator function was based on the

sampling constraints and propagation distance [5] in our simulation.

Figure 6.3: Flowchart of iteration used for SPP-based phase retrieval. ASM – Angular
spectrum method, FP – Forward Propagation, BP – Backward propagation. Here
φ = lθ.

6.3 Simulation Results

In our simulations, to establish a convergence metric we have used normalized sum

squared error [153] shown in Equation 6.3.1. One of the important simulation param-

eters to decide was the selection of the value for l. A higher value of l signifies higher
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orbital angular momentum and a bigger radius of the intensity-donut for |ψ2|2 as shown

in Figure 6.4.

n− SSE =

∑
pixels(|ψground−truth| − |ψreconstruction|)2∑

pixels |ψground−truth|2
(6.3.1)

We found in the simulation that theoretically the phase retrieval is independent of the

value of l. Figure 6.4 shows the phase reconstruction for both |ψ1|2 (without SPP) and

|ψ2|2 (with SPP) for l = 1 − 5. It can be seen that the reconstruction for both |ψ1|2

and |ψ2|2 are similar for all values of l. However, as we go higher in l, artifacts start

appearing in |ψ2|2 because of aliasing. Since we want adequately sampled phases, lower

values of l = 1 or 2 are recommended for the simulation or experiment.

Figure 6.4: Phase reconstruction for |ψ1|2 and |ψ2|2 for different values of l. Ground-
truth is the original phase that wasn’t given as an input to the algorithm and recon-
struction is the recovered phase using just the two intensities and the known spiral
phase function.
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Figure 6.5 shows robust phase retrieval of the electron probe with only two intensi-

ties. The |ψ2|2 generated for this used l = 1. The iterative algorithm converged quickly

(10− 20 iterations) and the normalized sum squared error (n-SSE) in |ψ1|2 reconstruc-

tion was very low. For the ideal probe (no aberrations added), the n-SSE was 0.01

and for the aberrated probe (defocus, spherical aberration, astigmatism present) n-SSE

was 0.07. This simulation corroborates our hypothesis that designing a phase retrieval

experiment based on spiral phase diversity is a much more efficient way to recover the

probe phase compared to defocus diversity. The next step would be to model the SPP

(Silicon-Nitride/Graphite) thickness to induce a 2π phase shift based on beam energy

for actual fabrication.

Figure 6.5: Phase retrieval simulation results for |ψ1|2 based on the proposed experimen-
tal setup. (a) Ideal probe phase with an open aperture, (b) Ideal phase reconstruction,
(c) Aberrated probe phase with an open aperture, (d) Aberrated phase reconstruction.

In this chapter, we have proposed an efficient method to perform non-interferometric

phase retrieval of the electron probe using electron vortex beams. We explained that

spiral phase diversity produces highly non-redundant information between two measure-

ments which addresses the limitations posed by the defocus diversity method. Using

simulation we demonstrated that the proposed SPP experiment could perform stable

phase retrieval with just two intensity measurements for both ideal and aberrated cases.
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Adaptive Electron Optics Pipeline for

SEM

Chapters 5 and 6 were focused on the phase retrieval of the electron probe at the

specimen plane. This chapter focuses on outlining the importance of having a complete

description (intensity and phase) of the electron probe. As mentioned in Chapter 1,

most of the aberration correction research in SEM has been focused on the development

and improvement of the multipole correctors [26, 27]. It is time to move towards more

accessible ways for aberration correction based on wavefront sensing.

The process of aberration correction starts with an aberration diagnostic/estima-

tion method to quantify the aberration coefficients. Then a combination of multipole

elements is used with the lens field to mitigate the aberration. The focus is to make

the lenses better to get better output. However, correcting the optics using hardware

has some inherent drawbacks as shown in Figure 7.1. Another way is working with

the imperfect optics and then adding a reconstruction step to correct the output. It

is important to stress that this is not image processing, but rather using the imperfect

output for feedback in the system.

The bigger issue here is that there are no standard techniques for aberration quan-
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Figure 7.1: Aberration correction pipeline for electron microscopes.

tification in an uncorrected SEM (which is obvious because the beam information is

lost and not imaged as an exit wave like in TEM or STEM). The aberration correction

reported in LVSEM uses theoretical estimates of lower-order coefficients instead of ac-

tual aberration sensing. Most of the aberration correction has mostly been focused on

perfecting the optics. Although they were a breakthrough in electron optics, they are

very expensive, and the resolution is still limited by residual aberrations. Just to give

some context let’s see an example for an uncorrected SEM. An SEM without an aber-

ration corrector can in practice resolve only ∼ 5−10 nm at 20 keV that corresponds to

a wavelength, λ = ∼ 8.5 pm. This makes the instrument’s performance ∼ 1000 times

poorer than the theoretical limit.

Over the last two decades, exploiting the quantum wave nature of electron beams

has been the cornerstone for numerous advances in the field of electron microscopy and

spectroscopy. The ability to manipulate and detect coherent electrons is at the core

of many of these developments. However, it is curious to note that these experiments

and their applications are almost exclusively realized for TEM or STEM. In newer

aberration-corrected TEM and STEM, there is no need for phase retrieval and wave-
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front sensing to get rid of aberrations. In such transmission microscopes with aberration

correctors, we can directly train a system to produce sharp (aberration-corrected) im-

ages by tuning the aberration correctors using optimization techniques on the image

features. Although very effective, these methods cannot be used for an SEM. Therefore,

knowing the probe intensity and phase and hence the aberrated wavefront is the way

to move forward toward "aberration-free" imaging in SEM.

One may enquire why is the wave nature of electrons more readily used in TEM

or STEM. The answer lies probably in the similarity of working principle between

light microscopes and TEM/STEM. A highly coherent source is used to illuminate the

object and the transmitted interaction wave intensity is imaged on a pixelated detector

device. The scanning electron microscope (SEM) is fundamentally different from all

transmission microscopes which makes access to the illumination information obscure.

The lens system forms a focused scanning electron probe (SEP) and the beam specimen

interaction which is captured by multiple detectors based on respective generated signal

energies. Since no exit wave can be imaged directly in SEM, the SEP information

(intensity and phase) is completely lost. We have discussed the phase retrieval of the

SEP in Chapter 5 and 6. This phase information is crucial for quantification and

correction of the wavefront aberrations present in the lens system.

7.1 Adaptive optics pipeline

Adaptive optics in astronomy [154], light microscopy [155], and many other areas of

imaging science have been very successful in producing excellent “aberration-free” im-

ages. A recent example would be one of the modern triumphs of science, the James

Webb Space Telescope (JWST) which also employs a dedicated adaptive optics system

[156]. Adaptive optics systems for aberration correction generally have a wavefront

sensing mechanism followed by a dynamic wavefront modulator to produce the desired
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aberration-free output as shown in Figure 7.2. For light optics, devices like deformable

mirror devices (DMDs) and spatial light modulators (SLM) are available that offer

dynamic control over the optical phase. In the case of electron optics, static/passive

beam shaping [67, 99] has made tremendous progress, and dynamic control on wavefront

shaping has shown rapid development [42, 44, 157, 47]. However, even with dynamic

control of phase, we would still need a wavefront sensing mechanism and that is where

the SEM problem becomes more challenging compared to TEM/STEM.

For TEM and STEM, numerous interferometric (holography-based, ptychography-

based, etc.) or non-interferometric (defocus diversity-based, etc.) phase retrieval tech-

niques already exist in literature. Based on Ronchigrams or just intensity images of

the specimen the lost phase information can be recovered and then used to estimate

aberrations in the optics. Furthermore, there also has been recent advancement in

aberration diagnostic in STEM using artificial neural networks [158]. However, none

of these techniques have been applied to the field of SEM until now. Apart from the

work shown in this dissertation, no phase retrieval technique exists for beam wavefront

sensing in SEMs. It is important to note that in SEM we are talking about wave-

front sensing of the SEP (beam) before it has interacted with the specimen unlike in

TEM/STEM. As methods for reconstructing the SEP intensity improve, there is a par-

allel need for realizing fast and efficient beam phase retrieval in SEM. The ability to

estimate phase aberrations in the SEP through wavefront sensing will open the door for

adaptive optics-based aberration correction and push the field towards aberration-free

diffraction-limited imaging.

7.2 Wavefront sensing-based aberration correction

Field-based multipole aberration correctors are designed to counter specific low-order

aberrations. Therefore, the resolution is still limited by the higher-order residual aber-
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Figure 7.2: The schematic diagram for an adaptive optics setup. A wavefront sensing
mechanism senses the aberrated wavefront and an inverse phase function is generated
by the wavefront shaping device to get the desired ideal beam phase

rations. Wavefront sensing-based aberration correction using the SEP phase would

be able to quantify aperture aberrations accurately. At higher voltages, where the

chromatic aberration does not limit the resolution, all coherent aberrations can be ac-

curately corrected, see Figure 7.3. Some beam phase retrieval techniques exist making

it is possible to quantify chromatic aberrations too [159]. So in principle, even for in-

coherent aberrations like chromatic aberration at lower voltages, inverse phase masks

can be used to mitigate their effect.

Now, here we outline the process of phase mask design for aberration correction. In

Chapter 5, we have shown the PSFoptics, so we go back to its definition and take its
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inverse Fourier transform.

F−1[PSFoptics] = h(xi, yi) = A(xep, yep)W (xep, yep) (Aperture is known)

(7.2.1)

W (xep, yep) = F−1[PSFoptics]/A(xep, yep) (Estimation of wavefront error)

(7.2.2)

Now, as we have calculated W (xep, yep), the design for the phase mask is just the

inverse filter W−1. It is important to note that because of noise present in the system

and inherent error in the estimation of PSFoptics, W−1 is always going to be a pseudo-

inverse. In an ideal scenario, we aim to find a W−1 such that W−1W ≈ I, where I is

an identity matrix. Then, in theory, we will get an aberration-free aperture function

which will produce aberration-free probes improving the final image resolution.

Figure 7.3: Flowchart of the aberration correction process based on wavefront sensing
for SEM

In this chapter, we talked about the adaptive optics pipeline for SEM. Currently,

no standard aberration diagnostics are available for the uncorrected SEM. Using the

wavefront sensing pipeline shown in Figure 7.3, accurate aberration quantification can

be possible. Therefore, aberration correction can be performed using wavefront sensing

instead of multipole aberration correctors. In principle, achieving “aberration-free”

probes should be possible using this pipeline and the resolution would not be limited

by residual aberrations.

110 7.2. Wavefront sensing-based aberration correction



Chapter 8

Conclusion

8.1 Contribution Summary

SEMs have always been treated as secondary compared to TEM/STEM. As we move

towards the quantum revolution, more and more applications of wave optical treatment

of electron beams are being realized. However, all this progress typically is limited to

TEM/STEM. This dissertation aims to change that. Our goal is the advancement of

scanning electron microscopy as a domain where we can completely characterize the

beam wavefunction as it is currently possible for TEM/STEM. For that, we have used

the wave optical representation of the SEM optics. The first part of the dissertation was

developing the wave-optical models for the SEM optics which are novel contributions to

the field. Aberration diagnostics using deep learning and electron beam phase retrieval

both are direct applications of the wave optical representation of the electron beam.

SEM-Nano (Chapter 2) represents a detailed study of the probe-forming capabilities

of modern SEMs using a point-spread function model. It provides a microscopist the

capability to visualize the probe under different operating conditions of the SEM in

the presence of different aberrations. A tool like this was long overdue! The plane-by-

plane propagation model (Chapter 3) addresses a different question: "Given an optical
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column setup, can we model probe formation without using a point-spread function

approximation ?"

For real-time aberration correction, fast and accurate aberration quantification is

crucial. In Chapter 4 we developed a deep learning-based technique to do that. Given

the probe intensity and its defocused version, this technique quantifies the aberration

present in the probe. In this study, we also demonstrated aberration correction (on

simulated data) and its effect on imaging.

Our main contribution is the phase retrieval of the electron probe in SEM (Chapter

5). We have recovered the lost phase of the electron probe using defocus variation. This

has enabled us to visualize the point-spread function of the SEM optics (PSFoptics) for

the first time. Having the probe intensity and phase opens a new area of wavefront-

sensing-based aberration correction in SEM. Finally, we have proposed an experiment

based on spiral phase diversity (Chapter 6) that will improve the efficiency of non-

interferometric phase retrieval in SEM. Chapter 7 ties the whole dissertation together

and provides an overview of where this research fits in the bigger picture of electron

optics in SEM.

8.2 Experimental Recommendations

The defocus experiment is extremely sensitive to any movement of the specimen in the

z-plane. It is important to ensure accuracy when moving the specimen by ∆z = 1 µm

step, as most sample stages are not accurately calibrated for such a small displacement.

For example: Sometimes ∆z = 1 µm might correspond to 1.25 µm and sometimes it

might correspond to 0.66 µm. It is important to notice that difference and capture that

in the iterative algorithm for better phase reconstruction.

Furthermore, if the beam is sitting in the same area for a long time, the spec-

imen might become contaminated which will degrade the quality of phase retrieval.
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Therefore, the best way to capture the images is to image different nanoparticles when-

ever the specimen is moved in the z-plane. Finally, our reference image is a "single"

Au-nanoparticle. Hence we want a FOV that has numerous (50 − 100) well-isolated

nanoparticles so that the stacking of the nanoparticle images can produce an error-free

image of a single Au-nanoparticle with a higher signal-to-noise ratio.

8.3 Future Directions

Wave Optical Modeling and SEM image simulation

Modeling the electron source emission, the optical column, and the beam-matter in-

teraction form a powerful end-to-end simulation of images that would be extremely

close to actual images taken from an electron microscope. End-to-end simulations to

generate final images exist for TEM/STEM [76].

However, that is not the case for SEM. Some simulations exist that simulate SEM

images based on Monte-Carlo simulation of electron-matter interaction [59, 160, 161].

There has been work to model the SEM column and probe formation based on the

classical picture [95, 93, 94] and the wave picture (see Chapters 2 and 3). There has

been some recent research on wave optical modeling of electron source also [138, 139].

So, it would be fascinating to develop an end-to-end SEM simulation where the electron

source emission, beam propagation, optics, and probe formation are all modeled using

wave optics, and the electron-matter interaction is also integrated to have an accurate

image simulation.

Improving Deconvolution

The AURA software uses a simple Wiener-filter-based deconvolution to reconstruct

probe intensities. It is known that Wiener deconvolution adds ringing artifacts to the
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reconstructions [162, 163] as it is based on the Fourier transform of the object and

the image. The reference image of Au-nanoparticle doesn’t have a Gaussian profile,

therefore the Fourier spectrum has zeros (hence the rings). Therefore, moving to a more

sophisticated deconvolution technique that works in the spatial domain (for example:

Richardson-Lucy deconvolution) and recovers the probe intensity in the presence of

noise more efficiently is an avenue for further improvement.

Aberration diagnostics on experimental probe images

Another exciting area of further research would be testing the performance of the deep

learning technique on the experimental probe images obtained from deconvolution to

quantify aberrations. The challenge would be to match the resolution (pixel size) of

the images in the simulation and the experiment.

Phase Retrieval Performance

The robustness of PSFoptics calculation depends directly on how accurately we can esti-

mate the probe phase. In Chapter 6 we discussed a better non-interferometric method

based on spiral-phase diversity. In Chapter 5, the defocus diversity phase retrieval is

not dependent on a constrained error minimization method. An upgrade to improve

the defocus-diversity method would be using an algorithm where the convergence cri-

teria are defined more rigorously [164]. Once we can recover stable solutions for probe

phases, they can be decomposed into aberration polynomials to quantify individual

aberration coefficients accurately. Moving towards an interferometric way of phase re-

trieval is also an avenue for further inquiry that removes the involvement of a simulated

reference/object.
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