
Rochester Institute of Technology Rochester Institute of Technology 

RIT Digital Institutional Repository RIT Digital Institutional Repository 

Theses 

6-5-2024 

Clinical Validation of Patient-Specific Inverse Modeling with Clinical Validation of Patient-Specific Inverse Modeling with 

Surface Temperatures and Physiological and Geometrical Factors Surface Temperatures and Physiological and Geometrical Factors 

in Breast Cancer Detection in Breast Cancer Detection 

Carlos Gutierrez 
cg9804@rit.edu 

Follow this and additional works at: https://repository.rit.edu/theses 

Recommended Citation Recommended Citation 
Gutierrez, Carlos, "Clinical Validation of Patient-Specific Inverse Modeling with Surface Temperatures and 
Physiological and Geometrical Factors in Breast Cancer Detection" (2024). Thesis. Rochester Institute of 
Technology. Accessed from 

This Dissertation is brought to you for free and open access by the RIT Libraries. For more information, please 
contact repository@rit.edu. 

https://repository.rit.edu/
https://repository.rit.edu/theses
https://repository.rit.edu/theses?utm_source=repository.rit.edu%2Ftheses%2F11799&utm_medium=PDF&utm_campaign=PDFCoverPages
https://repository.rit.edu/theses/11799?utm_source=repository.rit.edu%2Ftheses%2F11799&utm_medium=PDF&utm_campaign=PDFCoverPages
mailto:repository@rit.edu


 
 

RIT 
 

Clinical Validation of Patient-Specific Inverse Modeling 
with Surface Temperatures and Physiological and 
Geometrical Factors in Breast Cancer Detection 

by 

Carlos Gutierrez 

 

A Dissertation Submitted in Partial Fulfillment of the Requirements for the 
degree of Doctor of Philosophy in Engineering 

Department of Mechanical Engineering 

Kate Gleason College of Engineering 

 

Rochester Institute of Technology 

Rochester, NY 

June 5th, 2024 
  



ii 
 

Clinical Validation of Patient-Specific Inverse Modeling with Surface Temperatures 

and Physiological and Geometrical Factors in Breast Cancer Detection 

By 

Carlos Gutierrez 

Committee Approval:  

We, the undersigned committee members, certify that we have advised and/or supervised 
the candidate on the work described in this dissertation. We further certify that we have 
reviewed the dissertation manuscript and approve it in partial fulfillment of the 
requirements of the degree of Doctor of Philosophy in Engineering.  

________________________________________________________________________ 
Dr. Satish G. Kandlikar (Advisor)        Date  
James E. Gleason Professor, Mechanical Engineering  

________________________________________________________________________ 
Dr. Isaac Bernabe Perez-Raya       Date  
Assistant Professor, Mechanical Engineering  

________________________________________________________________________ 
Dr. Cristian Linte         Date  
Associate Professor, Biomedical Engineering  

________________________________________________________________________ 
Dr. Pradyumna Phatak        Date  
Executive Medical Director, Lipson Cancer Center, RRH  

 

Certified by:  

________________________________________________________________________ 
Dr. Edward Hensel, P.E.         Date  
Associate Dean, Research and Graduate Studies  

  



iii 
 

Acknowledgements 

I would first like to thank Dr. Satish Kandlikar for all his kindness, guidance, and 

support throughout my five years at RIT. I am truly grateful to have been given the 

opportunity to be part of the Thermal Analysis, Microfluids, and Fuel Cell Lab conducting 

such groundbreaking research. His constant commitment to helping others and innovation 

inspires a fire in me that has helped me reach this final milestone. I will never forget the 

day he took me under his wing, as it was a day I lost and gained a role model. There are 

not enough words to describe my gratitude towards his help in achieving my academic 

goals. 

Thank you to my committee members, Dr. Isaac Perez-Raya, Dr. Christian Linte, 

and Dr. Phatak, for all their support and mentorship that has helped move this thesis 

forward. Their thoughtful insights, questions, and feedback have helped ensure the quality 

and impact of this thesis. I would also like to thank Dr. Edward Hensel and Rebecca 

Ziebarth for their constant support and guidance in the Engineering PhD program.  

Thank you to all my previous and current lab members, Dr. Alyssa Owens, 

Maharshi Shukla, Chirag Goel, Shriya Musuku, Brandon Cappon, Divyprakash Pal, and 

Winston James, for all the good times, conversations, friendships, advice, inspirations, and 

support. Thank you to all the undergraduate and graduate students that have worked in the 

lab dedicating their time to conduct all types of impactful research and that have shown 

constant commitment to their academic and professional goals. 

Thank you to my LRDC and Tango Club friends for their consistent kindness and 

commitment to spreading the love of dance. Your efforts in helping create safe and 

inclusive spaces for everyone to enjoy dance regardless of anything has been such an 

inspiration. I am grateful to have been able to teach and perform dance with such wonderful 

individuals. My time in these clubs has shown me that my love for teaching and mentoring 

others expands beyond academics. To my performance teammates, thank you for all your 

commitment, hard work, and kindness. Although the name list is long, I want you all to 



iv 
 

know that you have all made an impact on my life and have helped me look forward to 

dancing every week. I would especially like to thank Krzysztof Kamil Jarosz for the 

wonderful friendship, kindness, and inspiration. 

To my SHPE Familia, thank you for the constant support and inspiration, as well 

as for providing me with various opportunities to grow professionally. I am so grateful to 

have been able to be part of the Region 4 Team, Regional Graduate Leadership Committee, 

and National Graduate Committee, helping create programs for graduate students and those 

interested in graduate school. I would like to especially thank Adrian Davila, P.E. and Dr. 

Ana Rodriguez for their kindness, friendship, mentorship, leadership, and support. You 

guys have been staples of inspiration for what I do in and outside of SHPE. 

Last but not least, thank you to my family and friends that have been there for me 

through this journey. The list is extensive, but you all know who you are, and I want to 

thank you deeply. Thank you to Ana Llopis for believing in me and giving me the slap of 

reality I needed to continue pursuing my dream. Your friendship has been truly valuable, 

and your kindness will always be cherished. To my parents who have sacrificed so much 

for me to get where I am today and supported me in many ways through this dream, gracias. 

Their compassion towards others, resilience to challenges they faced being immigrants, 

their value for education, and the values installed in me from childhood has helped me 

become the person I am today. Losing my father to cancer was one of the biggest tragedies 

in my life, but it also ignited a fire in my help in the fight against cancer. My passion, 

dedication, and commitment to this thesis is a testament to that and to the sacrifices needed 

to help others. To my mother, Diana Gil, who has been nothing but the most supporting 

role model, I want to thank you for always being there for me and believing in me. 

Finally, thank you to my partner in crime, soulmate, dance partner, and best friend, 

Viktoria Koscinski. From the day we met you have shown me nothing but kindness and 

support. It has not been easy, but your constant love and support has helped me so much 

on this journey. I have learned so much about myself and I have grown as a person because 

of you. Thank you from the bottom of my heart.  



v 
 

Dedication 

This work is dedicated towards the fight against cancer and the women who were a part of 

this research. This work is also dedicated to all the immigrant families that have or are 

currently making the sacrifices to for their loved ones to succeed. Additionally, I would 

like to dedicate this work to my mother, grandparents, my family in the US, and my family 

in Peru who have supported me through my journey. Finally, I would like to give a special 

dedication to the people I have lost but I have never forgotten. May your souls rest in peace. 

 

My Grandmother, Marina Vera de Gutierrez 
(May 25th, 1937 – January 2nd, 2013) 

 

My dearest friend, Mohamed “Mo” Elshafey 
(May 25th, 1992 – July 20th, 2014) 

 

My Father, Juan Carlos Gutierrez Vera 
(April 15th, 1964 – August 23rd, 2019) 

 

 

 

  



vi 
 

Abstract 
Breast cancer is one of the most common cancers affecting the lives of many women and 

taking over 683,000 lives worldwide. Early detection of breast cancer through screening 

has been instrumental in reducing the mortality rate. However, current screening methods 

based on mammography have issues with patient discomfort, invasiveness, cost and low 

accuracy, mainly due to dense breast tissue in approximately 40% of women population. 

Infrared imaging (IRI) is shown to be noninvasive, cost effective, comfortable, and not 

affected by breast density. The present work describes a novel patient-specific IRI inverse 

heat transfer algorithm based on the digital model of the breast generated from MRI images 

and the IRI-Numerical Engine (IRI-NE). Validation of the IRI-NE is conducted with 

clinical IR images of 23 biopsy-proven breast cancer patients (24 breasts with cancer) 

through patient-specific inverse heat transfer modeling. This is a continuation of a 

collaborative study between RIT and Rochester General Hospital. The IRI-NE was able to 

accurately detect the presence and absence of breast cancer in all patients regardless of 

breast density, cancer type, tumor size, and tumor depth. The tumor size prediction was 

compared with actual size obtained from MRI and patient reports and showed a predicted 

size within 2.4 mm of the actual size. This shows the potential of IRI as an effective adjunct 

to mammography. 

Additionally, this work evaluates the effect breast size, shape, tissue density, vascularity, 

tumor size and location on the detectability with the IRI-NE. Surface temperature data for 

various scenarios related to these factors are generated through numerical simulation on 

the actual digital model of the breast. The IRI-NE was able to predict the presence or 

absence of cancer for all the cases studied. The detectability limit of the IRI-NE is shown 

to be dependent on the thermal sensitivity of the IR camera, and a higher sensitivity camera 

is needed to detect deep tumors in large breasts. Finally, the thermal effects of vascularity 

and tumor angiogenesis on the detection accuracy are investigated. The blood perfusion 

rate was shown to significantly influence the heat transfer in small growing tumors due to 

angiogenesis. This shows the ability to further study cancer through a thermal perspective.  
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Chapter 1: Introduction 

1.1  Motivation 

Cancer is one of the leading causes of death before the age of 70 worldwide, having an 

estimated 9.9 million deaths in 2020 [1]. Breast cancer is the most common cancer among 

women, making 24.5% of all cancers and taking the lives of over 683,000 women, 

surpassing lung cancer in incidence and mortality rates [1,2]. In the United States, breast 

cancer makes up 29% of new cancer cases each year and has moved up to be the leading 

cause of cancer deaths among women [3]. By the end of 2023, over 297,000 new cases of 

invasive breast cancer have been diagnosed in the United States alone [4]. Studies have 

shown that advancements in early detection and treatment decreased the mortality rate of 

breast cancer by 40% from 1989 to 2017 [5]. This shows the importance of breast cancer 

research and the technological developments needed to further reduce this mortality rate, 

eventually eliminating it. The work conducted in this thesis aims to evaluate a novel 

technology developed for accurate breast cancer detection and evaluate its potential in early 

detection. 

1.2  Breast Cancer 

According to the CDC, breast cancer is defined as a disease that causes the abnormal 

growth of mutated cells within the breast [6]. The most common types of breast cancer 

occur in the lobules or in the ducts (glandular tissue), but may occur in other areas such as 

the nipple, fat and connective tissue, or in the lining of blood and lymph vessels [6,7]. 

Although breast cancer most commonly occurs in women, ~1% of breast cancers occur in 

men [7–9]. Early detection of breast cancer has played a major role in guiding treatment 
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and in reducing the mortality rate. Therefore, it is important to understand breast cancer in 

terms of the anatomy of the breast, the types of breast cancers, and risk factors that are of 

importance to clinicians.  

1.2.1 Female Breast Anatomy 

Figure 1 shows the anatomy of the female breast with labels of the different regions, organs, 

and components within the breast. As the figure shows, the breast is composed of tissue 

layers that go over the chest wall. The tissue layers are made of three different types: (i) 

glandular tissue, (ii) fibrous tissue, also known as connective tissue, (iii) and fatty tissue 

which fills up the remaining space of the breast [10]. The glandular tissue region of the 

breast consists of 15 to 20 1obules that are arranged in a cluster-like manner. The lobules 

are made up of smaller lobules which are the main location where milk is produced. 

Additionally, the glandular tissue region contains the breast ducts which connect to the 

nipples through a thin tube that carries the milk. In the fibrous tissue, the ligaments are 

there to help secure the breast in place by stretching the skin to the chest wall. The amount 

of fatty tissue that makes up the breast determines the size of the breast. Breast density is 

the measurement of fibroglandular tissue with respect to the amount of fat tissue, where 

denser breasts have a higher percentage of fibroglandular tissue [11]. The breast also 

contains blood vessels that provide oxygen to the surround tissue and carry away waste, as 

well as the lymph nodes, which defends the body against infections through the lymphatic 

system [7,10]. 
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Figure 1. Illustration of the female breast anatomy obtained from [10]. 

 
1.2.2 Types of Breast Cancer 

The type of breast cancer is dependent on which cells have been affected and whether the 

cancer has become invasive or noninvasive. Breast cancer primarily occurs in the ducts or 

lobules as carcinomas, or tumors, but can occur in other areas [12,13]. Breast tumors can 

be classified as malignant if they grow abnormally and uncontrollably or as benign if the 

cells are shown to grow normally. Breast cancer can be referred to as in situ (noninvasive) 

or as invasive depending on histological markers and the spreading of the diseased cells 

[3,13]. Ductal carcinoma in situ (DCIS) is the most common noninvasive form of breast 

cancer making up 20% of all breast cancers [14]. Researchers have found DCIS to be a 

precursor to invasive breast cancer, where the cancerous cells in a localized region in the 

ducts migrates to any other region in the breast [15,16]. Lobular carcinoma in situ (LCIS) 

is not as common as DCIS and is typically classified as a neoplasia, meaning it can be 

benign or malignant [17,18]. Similar to DCIS, LCIS is a precursor to invasive breast cancer 
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but has a higher chance to become an invasive breast than DCIS (7-11 times higher) and 

has demonstrated risk of bilateral breast cancer [18,19]. There are two main invasive 

carcinomas that can be formed from DCIS and LCIS: (i) invasive ductal carcinoma (IDC) 

and (ii) invasive lobular carcinoma (ILC). The most common invasive breast cancer is IDC 

which makes up 70-80% of all invasive breast cancers [13,20]. The second most common 

invasive breast cancer is ILC making up 10-15% of all invasive breast cancers [20–22]. 

Breast cancers can be further classified by the presence of estrogen, progesterone, and 

HER2 receptors in the cancer cells [3,23]. If cancer cells do not have any of these receptors, 

or test negative for them, then it is classified as triple-negative breast cancer (TNBC), 

which makes up 10-15% of all breast cancers [3]. When invasive breast cancers are 

classified as TNBC, treatment becomes limited to chemotherapy due to its aggressive 

nature [23]. Sarcomas are rare types of breast cancers that make up less than 1% of all 

breast cancers and form in regions outside of the lobules and ducts [23–25]. One of the 

more aggressive sarcomas is angiosarcoma, which is a malignant cancer that develops in 

the blood vessels with an incidence rate of 0.002%-0.05% [24,25]. Although the formation 

of this type of aggressive cancer is unknown, researchers believe angiosarcomas may arise 

after treatment of DCIS or of invasive cancers [24]. Other rare forms of breast cancers 

include inflammatory breast cancer, metaplastic carcinoma, Paget disease, and phyllodes 

tumors [23,26,27]. The overall goal in treating any type of breast cancer is to ensure the 

cancer is dealt with before it goes metastatic. When breast cancer becomes metastatic, it 

means that the cancer has spread to other parts of the body such as the liver, bones, or lungs 

[26].  
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1.2.3 Breast Cancer Stage and Grade 

In addition to categorizing breast cancer by the affected region, invasiveness and hormone 

receptor presence, breast cancer is also classified and diagnosed with a grade and stage. 

The grade of cancer investigates how much the cancer cells look like normal cells, which 

aids in the prognosis and treatment of the cancer [28,29]. In breast cancer, the grade will 

depend on whether the cells come from invasive breast cancer cells or DCIS, but both have 

grading scores of 1-3 [29]. For invasive breast cancer, grade 1 indicate slow growing cancer 

cells that look like normal cells (well differentiated), grade 2 indicates faster growing 

cancer cells that may not look normal (moderately differentiated), and grade 3 indicates 

cancer cells that are very distinct from normal cells (poorly differentiated). In the grading 

of DCIS, these grades are utilized to determine if the cancer is a low-grade DCIS (grade 

1), an intermediate grade DCIS (grade 2), or a high-grade DCIS (grade 3). There are two 

types of staging which are pathological (surgical) staging that occurs after the removal of 

tissue, and clinical staging that occurs during examinations [30]. The TNM classification 

system is utilized to stage breast cancer in terms of the tumor size (T stage), number of 

nearby lymph nodes the cancer has spread to (N stage), and the metastatic spread to other 

organs (M stage) [23]. Table 1 gives the TNM staging categories and description for each 

stage compiled from various sources [30–33]. The TNM staging, receptor presence, and 

cancer grade are utilized in fully staging breast cancer [30]. 
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Table 1. Breast cancer staging with descriptions compiled from [30–33]. 

T Stage: Tumor Size 
Category Description 
TX  Unknown or cannot be assessed 
T0  No tumor 
Tis In situ carcinoma (DCIS or Paget’s disease with no tumor mass) 
T1 ≤ 20 mm 

T1a ≤ 5 mm 
T1b > 5 mm and ≤ 10 mm 
T1c > 10 mm and ≤ 20 mm 

T2 > 20 mm and ≤ 50 mm 
T3 > 50 mm 
T4 Tumor of any size grown into the skin or chest wall 

T4a Tumors that have reached the chest wall 
T4b Tumors that reached the skin 
T4c Tumors that have reached both the skin and chest wall 
T4d Inflammatory breast cancer 

N Stage: LNs Spread Number 
NX  Unknown or cannot be assessed 
N0 No spread 
N1 1-3 axillary LNs 

N1mi Micrometastases under the arm with a spread ≥ 0.2 mm and < 2 mm 
N1a Spread to 1-3 LNs under the arm with a spread ≥ 2 mm 
N1b Spread to internal mammary LNs same side as cancer, but not found by sentinel lymph 

node biopsy 
N1c Spread is like N1a and N1b 

N2 4-9 LNs 
N2a Spread to 4-9 LNs under the arm with at least one area spread ≥ 2 mm 
N2b Spread to one or more inter mammary lymph nodes 

N3 10+ LNs 
N3a Spread to 10 + axillary LNs with at least one area spread ≥ 2 mm or LNs under 

collarbone with at least one area spread ≥ 2 mm 
N3b Spread at least 1 axillary LN with at least one area spread ≥ 2 mm and enlarged 

internal mammary LNs, or 4+ axillary LNs with at least one area spread ≥ 2 mm and 
internal mammary LNs 

N3c Spread to LNs above collarbone same side as cancer with at least one area spread ≥ 2 
mm 

M Stage: Metastatic Spread to Distant Organs 
MX Unknown or cannot be assessed 
M0 No distant spread 
M1 Cancer has spread to distant organs 

 
1.2.4 Risk Factors 

In diagnosing breast cancer, a risk factor is identified as anything that can increase the 

chances of obtaining cancer [3,13,34]. There are various risk factors for breast cancer that 
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have been well identified and documented over the years [3,13]. These factors can be 

categorized as modifiable factors, sometimes known as lifestyle-related factors, and non-

modifiable factors, which can be separated into unalterable factors and historic-based 

factors [3,34]. Table 2 shows these modifiable and non-modifiable risk factors. The 

severity of these risk factors can be categorized as high-risk, intermediate-risk and average-

risk, which help decide the appropriate screening tool needed. The modifiable risk factors 

relate to the lifestyle behaviors and choices made by the person at risk for cancer. However, 

one of the higher modifiable risk factors is hormone alteration procedures that can effect 

both men and women [13]. One factor that plays a major role in increasing the risk of breast 

cancer and relates to the major of other risk factors is being a woman. This is due to women 

having higher hormonal stimulation that can affect breast cells that can present an 

imbalance in the body [3]. This is why men are at lower risk of obtaining breast cancer and 

the majority of the non-modified risk factors increase the risk of breast cancer in women. 

For the non-modifiable risk factors, women are tested for genetic mutations such as the 

BRCA1 gene mutation or the BRCA2 gene mutation. The risk of developing breast cancer 

by age 70-80 is 55-72% for women with a BRCA1 mutation and 45-69% for women with 

a BRCA2 mutation [35]. In comparison, women with normal BRCA1 and BRCA2 have a 

13% risk which shows that these mutations increase the risk about 5 times more. This leads 

to women being considered high-risk if either of the genetic mutations are present and also 

leads for an increased number of screening and monitoring procedures.  In addition, women 

with denser breast tissue are also considered high risk and have to go through additional 

screening due to this factor [11]. 
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Table 2. Breast cancer risk factors [3,13,34]. 

Modifiable Risk 
Factors 

Lifestyle-related 
factors 

Alcohol and tabaco consumption 
Weight and diet 
Physical activity 
Hormone alteration procedures 
Chemical and environmental exposure 

Non-Modifiable 
Risk Factors 

Historic-based 
factors 

History of cancer or other breast diseases 
Menstrual period and menopause timeline 
Radiation therapy history 
Pregnancy and breastfeeding 

Unalterable 
factors 

Gender 
Breast density 
Age 
Height 
Race/ethnicity 
Family history 
Genetic mutations and other genetic factors 

 
1.3 Cancer Biology 

Cancer is defined as a disease with abnormal and uncontrollable cell growth which can 

spread to other parts of the body through metastasis [36]. The study of cancer can be traced 

as far back as 3000 BC to ancient Egypt, but it was not until the 19th century where 

oncology studies through scientific methods and instrumentation were established [37]. 

The major scientific method that helped progress cancer research is the establishment of 

cellular pathology. This led to the advancement in research in understanding the mechanics 

of cellular cancer growth including the contribution of tumor angiogenesis. 

1.3.1 Cancer Growth 

The study of cellular cancer growth is a complex phenomenon which entails many factors. 

Hanahan and Weinberg [38,39] have established the Hallmarks of Cancer in 2000, further 

refined in 2011, which describe the complexity of cancer growth through ten hallmarks, or 

principles. These principles include: (1) sustaining proliferating signaling, (2) evading 
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growth suppressors, (3) avoiding immune destruction, (4) enabling replicative immortality, 

(5) tumor-promoting inflammation, (6) activating invasion and metastasis, (7) inducing 

angiogenesis, (8) genome instability and mutation, (9) resisting cell death, and (10) 

deregulating cellular energetics. Figure 2 shows an illustration of these principles and is a 

remake of the illustration provided by Hanahan and Weinberg [38,39]. Principles (1)-(4) 

and (9) have to do with excessiveness, uncontrollability, and abnormality of cancer cell 

growth, which is similar to normal cell growth but with the mission of metastasis. More 

importantly, these principles also describe how cancer cells avoid detection, mortality, and 

growth control. The remaining principles relate to how the cancer cells grow, mutate, and 

spread as well as factors that happen after growth. In 2017, Fouad and Aanei [40] generated 

their own hallmark list that renamed, combined, or repurposed the principles from the 

original Hallmarks of Cancer [38,39]. Currently Hanahan [41] has extended the Hallmarks 

of Cancer to include other factors such as nonmutational epigenetic reprogramming and 

senescent cells. Although many of these principles have motivated and guided many cancer 

research projects, there is one principle that has played a big role in cancer detection and 

hyperthermia research, tumor vascularity. 
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Figure 2. Illustration of the Hallmarks of Cancer reproduced from Hanahan and Weinberg 
[38,39], adapted from [41]. 

 
1.3.2 Tumor Angiogenesis 

Angiogenesis is defined as the development of new blood vessels through various 

molecular and biological mechanisms [42]. Vasculogenesis is the formation of new blood 

vessels and may be conducted simultaneously with angiogenesis to create vasculature 

networks [43]. Angiogenesis plays a major role in tumor growth through tumor 

angiogenesis, which has been researched extensively ever since the findings by Folkman 

[44] and has been established as one of the hallmarks of cancer [38,39]. Although 

vasculogenesis can play a role in the formation of tumor vasculature, it only contributes 

from 0.1 to 50% of the formation depending on the tumor and it is mostly seen in the 

formation of hematological tumors and lymphomas [43]. 

There are several angiogenic mechanisms, but there are three common mechanisms that 

have been observed in tumor angiogenesis: (i) sprouting angiogenesis, (ii) intussusception, 

and (iii) vasculogenic mimicry as described by Marmet [43]. Sprouting angiogenesis is the 
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formation of new vascular networks from preexisting blood vessels and is utilized by 

tumors by generating new capillary sprouts from preexisting nearby capillaries. The main 

driver for sprouting angiogenesis is the migration and proliferation of endothelial cells, the 

cells that make up the lining of the vessels, regulated by inhibitors and proangiogenic 

factors, or growth factors. Intussusception (IMG) is the process of splitting preexisting 

vessels into two new branches of vessels through bridging neighboring vessels with a 

connective tissue column and has been observed to happen after sprouting angiogenesis or 

even after vasculogenesis. IMG has been shown to work faster than sprouting angiogenesis 

as it does not go through endothelial proliferation to form new vessels, making it less 

metabolically demanding, in comparison. Studies have shown that changes in blood flow 

dynamics and shear stress on endothelial cells have played a role in influencing the start of 

IMG. IMG provides more structure for spouting angiogenesis by aiding with increasing 

the density of tumor vasculature [43,45]. Vasculogenic mimicry (VM) is the process of 

creating a new vasculature network without the use of endothelial cells, which acts as a 

secondary circulatory system to tumors. Studies have yet to uncover the exact drivers of 

VM, but it has been observed to occur in aggressive tumors. Furthermore, VM has been 

shown as a key contributor to tumor growth and metastasis [43,46]. All three mechanisms 

play a vital role in tumor growth as the formation of the tumor vascular network creates 

the tumor microenvironment, which is needed by the tumor to receive nutrients and to be 

able to spread. Without angiogenesis, a tumor can grow to no more than 1-2 mm3 reaching 

a steady state and balanced phase known as the avascular phase where there is not net 

increase in the tumor volume. 
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In angiogenesis, there are many pro- and anti-angiogenic regulators that help balance and 

stabilize vascular network formation. A primary proangiogenic factor that plays a major 

role in tumor angiogenesis, is the vascular endothelial growth factor (VEGF). VEGF has a 

major role in the formation and remodeling of vasculature through sprouting angiogenesis 

to increase vessel branching and create vessel abnormalities. This regulator is a major 

contributor to the angiogenic switch for tumors, where the tumor goes from the avascular 

phase to the angiogenic state to create a vascular network [43,47]. Another contributor to 

the angiogenic switch is hypoxia, or the low level of oxygen in tissue, which has been 

observed to occur due to the rapid growth of the tumor and formation of the inefficient 

tumor vascular network, in comparison to a normal vascular network. The main difference 

between normal and tumor vasculature is the morphology and the characteristics associated 

with it due to the uncontrolled and imbalanced angiogenesis regulators and high 

proliferation of endothelial cells [43,48]. Figure 3 shows a comparison between normal 

and tumor vasculature including the structural and physiological differences. In Fig. 3, the 

structural comparison is clear as the normal blood vessels are well-organized while the 

tumor blood vessels are more chaotic. There are three main components in vasculature 

structure and stability which are the endothelial cells, pericytes, and the vascular basement 

membrane. Tumor vasculatures have less compacted endothelial cells and supportive 

pericytes making the vessels have higher permeability which invokes leakiness and 

impaired blood flow. The pro-angiogenic factors, such as VEGF, make it so that the tumor 

vasculature has more variety of dense areas, vessel size and shape, and branching patterns, 

but without the defined hierarchy associated with normal vasculature. The lack of 
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unbalanced structure and physiological conditions both play a major factor in tumor growth 

[43,49]. 

 

Figure 3. Illustration depicting the comparison between a normal vasculature structure and a 
tumor vessel structure [43]. 

 

1.4 Breast Cancer Screening 

Medical screening and imaging have played a huge role in the screening and diagnosis of 

breast cancer. Screening for breast cancer entails conducting tests and examinations on 

individuals that have no symptoms in hopes of detecting cancer early. The American 

Cancer Society recommends that women over 40 should get screened for breast cancer, if 

they are at average risk. Women who are considered high risk are recommended to start 

screening at the age of 30 [50]. Early detection of breast cancer through screening plays a 

major role in improving the 5-year relative survival rates up to 99% and reducing mortality 

rates, if the cancer is detected early enough and is in its earlier stages [5]. In breast cancer, 
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screening is conducted through imaging with the common imaging modalities being 

mammography, breast ultrasound, and breast magnetic resonance imaging (MRI). 

1.4.1 Imaging Modalities 

The main imaging modalities utilized in the detection of breast cancer through screening 

are mammography, breast ultrasound, and breast magnetic resonance imaging (MRI). The 

following paragraphs give a brief description, a short history, as well as the pros and cons 

of these technologies. 

a.  Mammography 
Mammography (MG) is considered the gold standard imaging modality for breast cancer 

screening. In MG, patients have each of their breasts compressed between two plates in a 

machine which imparts low dose x-rays to each breast tissue [51]. The breast compression 

spreads the tissue out to give a better picture and to use less x-ray radiation. Images are 

taken at different angles to obtain different views and cover a wider area of coverage. 

Digital MG, also known as digital breast tomosynthesis is a machine that compresses the 

breast once and captures multiple mammograms that are stitched into a three-dimensional 

(3D) image with the aid of a computer [52]. The concept of utilizing such radiological 

studies was first observed in 1913 by Albert Salomon and was further developed during 

the late 1940s to the late 1990s [53]. However, it was not until the 2000s where digital MG 

was established and approved by the U.S Food and Drug Administration (FDA) [53,54]. 

Although MG is utilized as the gold standard, it creates discomfort to the patients due to 

the breast compressions. In addition, MG is suboptimal in image dense breast tissue in 

comparison to fatty tissue. This is clearly shown in Fig. 4 which shows the different levels 

of breast density: fatty, scattered fibroglandular, heterogeneously dense, and extremely 
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dense. Denser breast tissue creates a masking effect which can lead to missed tumors, as 

well as false-negative or false-positive results [11,55]. Both false-negative and false-

positive results create psychological and financial issues due to further testing that is 

needed, depending on the individual outcome. Some factors that may give false-positive 

results are patient age (younger vs older patients), surgical history, family medical history, 

or the use of estrogen medication [11,54,56,57]. 

 

Figure 4. Example of the different levels of breast density [57]. 

 
b. Ultrasound 

Breast ultrasound (US) imaging is the technique of using sound waves emitted by a 

transducer that are utilized to generate digital images of the tissue inside the breast by 

capturing the echoes created by the sound waves [58–60]. This technique is utilized as an 

adjunct to mammography to image patients with dense breast tissue. Breast US are 

especially useful in surgical procedures such as biopsies by guiding biopsy needles to reach 

the tumor [60,61]. Additionally, this technique does well in capturing both cysts and tumors 

present within the breasts. A cyst is the accumulation of fluid inside of tissue which forms 

a lump that that is sometimes mistaken for cancer [62]. Benign tumors can also be captured 

in a breast US, which can be difficult to differentiate from a malignant tumor. Figure 5 
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shows US images of a malignant and benign tumor found in two different breasts. The use 

of breast US in a clinical setting can be traced back to 1954 and the development of digital 

breast US can be traced to the 1980s and 1990s [58,61]. Although this technique does well 

in imaging dense breasts, the interpretation of the results is dependent on the radiologist 

and the modality has been seen to be difficult to standardize [61]. This leads to an increase 

in psychological impact on patients and their families as they may need to conduct 

additional testing.                                                                                                 

 

Figure 5. Example of breast ultrasound capturing a (a) malignant and (b) benign tumor [59]. 

 
c. Magnetic Resonance Imaging 

Breast magnetic resonance imaging (MRI) is an imaging technique that obtains detailed 

image slices of the inside of the breast with the use of low-energy electromagnetic waves 

and strong magnetic fields [60,63]. The development of MRI came from a 1973 study by 

Dr. Lauterbur where nuclear magnetic resonance signals were being resolved by magnetic 

field gradients into pixels or voxels [64]. This modality was implemented on breast tissue 

in the 1980s by Dr. Heywang using contrast medium intravenously injected into the breast 

tissue area [61]. Currently, contrast-enhanced MRI (CE-MRI) is utilized for diagnosing 

breast cancer due to the neovascularity of tumors created by angiogenesis regardless of 
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breast density [60]. Additionally, CE-MRIs  and dynamic CE-MRIs play a huge role in 

studying the angiogenesis process and the tumor vascularity structure through obtaining 

kinetic curves [65–69]. The type of contrast material and image processing method will 

provide different enhancements and resolutions [70].  Figure 6 shows an example of MRIs 

of a breast with a tumor going through various enhancements such as pre-enhancement 

(Fig. 6A), homogeneous enhancement (Fig. 6B), and ultra-high-resolution enhancement 

(Fig. 6C). Although CE-MRI is well suited to image patients with dense breast tissue, it is 

only utilized for screening of high-risk patients and not necessarily the reset of the 

screening population [60,61,71]. 

 

Figure 6. Example of CE-MRI at various enhancements including (A) pre-enhanced, (B) 
homogeneously enhanced, and (C) ultra-high resolution enhanced CE-MRI [70]. 

 
1.4.2 Sensitivity and Specificity 

The comparison of imaging modalities in the biomedical field is conducted using the 

sensitivity and specificity of a system [72]. The sensitivity (Eq. 1) is the measure of the 

accuracy of the modality based on positive diagnosis rate, while the specificity (Eq. 2) 

measures how well the modality identifies patients without a disease. These values are 

utilized to quantify the difference between different modalities. 
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 𝑆𝑆𝑆𝑆𝑆𝑆𝑆𝑆𝑆𝑆𝑆𝑆𝑆𝑆𝑆𝑆𝑆𝑆𝑆𝑆𝑆𝑆 =
𝑡𝑡𝑡𝑡𝑡𝑡𝑡𝑡 𝑝𝑝𝑝𝑝𝑝𝑝𝑝𝑝𝑝𝑝𝑝𝑝𝑝𝑝𝑝𝑝

𝑡𝑡𝑡𝑡𝑡𝑡𝑡𝑡 𝑝𝑝𝑝𝑝𝑝𝑝𝑝𝑝𝑝𝑝𝑝𝑝𝑝𝑝𝑝𝑝 + 𝑓𝑓𝑓𝑓𝑓𝑓𝑓𝑓𝑓𝑓 𝑛𝑛𝑛𝑛𝑛𝑛𝑛𝑛𝑛𝑛𝑛𝑛𝑛𝑛𝑛𝑛
 (1) 

 𝑆𝑆𝑆𝑆𝑆𝑆𝑆𝑆𝑆𝑆𝑆𝑆𝑆𝑆𝑆𝑆𝑆𝑆𝑆𝑆𝑆𝑆 =
𝑡𝑡𝑡𝑡𝑡𝑡𝑡𝑡 𝑛𝑛𝑛𝑛𝑛𝑛𝑛𝑛𝑛𝑛𝑛𝑛𝑛𝑛𝑛𝑛

𝑡𝑡𝑡𝑡𝑡𝑡𝑡𝑡 𝑛𝑛𝑛𝑛𝑛𝑛𝑛𝑛𝑛𝑛𝑛𝑛𝑛𝑛𝑛𝑛 + 𝑓𝑓𝑓𝑓𝑓𝑓𝑓𝑓𝑓𝑓 𝑝𝑝𝑝𝑝𝑝𝑝𝑝𝑝𝑝𝑝𝑝𝑝𝑝𝑝𝑝𝑝
 (2) 

Table 3 shows a comparison of the sensitivity and specificity values for mammography 

(MG), ultrasound (US), MRI, and combinations of the modalities, reproduced [73]. From 

the table it can be observed that MRI has the highest overall sensitivity at 94.6%, but lowest 

overall specificity at 74.2% in comparison to MG and US. The combination of MG and US 

has shown to improve the overall sensitivity and specificity in comparison to their 

standalone counterparts. However, the combination of MRI with MG, US, or MG + US 

has shown to only improve the sensitivity but decrease the specificity, which is why US is 

utilized as an adjunct to MG more commonly than MRI. The range values for the sensitivity 

and specificity of MG, US, and MRI in Table 3 show the effects of various factors such as 

breast density and tumor type as described by Aristoki et al. [73]. The next section will go 

over some of these factors that would affect the detection of breast cancer through 

screening. 
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Table 3. Comparison of common breast cancer imaging modalities, adapted from [73]. 

Modality 
Sensitivity (%) Specificity (%) 

Overall Range Overall Range 

MG 54.5 27-86.8 85.5 62.9-98.8 

US 67.2 26.9-87.5 76.8 18.8-96.9 

MRI 94.6 85.7-100 74.2 25-100 

MG + US 72.2 - 87.8 - 

MG + MRI 95.8 - 70.1 - 

US + MRI 92.3 - 76.8 - 

MG + US + MRI 97.7 95-100 63.3 37.1-87.5 

 
1.4.3 Factors Affecting Detection 

There are various factors that affect the detection of breast cancer including breast density, 

tumor size (T stage), tumor position, and cancer type. Each of these factors affect the 

sensitivity and/or specificity of the imaging modalities utilized in breast cancer screening. 

The details of their effects are described below. 

a. Breast Density 
In the current screening population, it is estimated that more than 40% of women have 

dense breast tissue [74,75]. Women with dense breast tissue have a higher risk of 

developing cancer (4 to 6 times more) than women with fatty breast tissue [11]. Also, 

studies have shown that women with dense breast tissue who have developed cancer in one 

breast are at higher risk of obtaining cancer in the contralateral breast [76]. Dense breast 

tissue has made it difficult to screen for breast cancer through MG due to masking effects 

from the tissue causing almost 38% of tumors to be missed [11,75]. Studies have shown 

that the sensitivity decreases from 78% to 47% as breast density increase from fatty to 

extremely dense breast tissue, respectively [77]. Adjunctive screening is utilized to 

improve the detection of breast cancer for patients with dense breasts. Table 4 shows a 
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comparison of the sensitivity and specificity for the various imaging modalities presented 

in Table 3 with the sensitivity and specificity for dense breast tissue, reproduced from [73]. 

As the table shows, the sensitivity decreases for all standalone modalities when screening 

for dense breast tissue (MG: 54.5% decreased to 48.7%, US: 67.2% decreased to 63%, 

MRI: 94.6% decreased to 92.8%). However, when combing methods the sensitivity 

increases showing the benefits of adjunctive screening. Studies have shown that screening 

of dense breast tissue increases the recall rates from 11.2% for fatty breast tissue to 23.8% 

for extremely dense breast tissue, but decrease when utilizing adjunctive technologies 

[11,78–82]. For specificity, a decrease in value is observed for all of the standalone 

imagining modalities, except US, and the combination modalities. The US standalone 

modality shows an increase in specificity from 76.8% to 82.5% regardless of the decrease 

of sensitivity from 67.2% to 63%. Therefore, there is a need for an imaging modality that 

can overcome these detectability hardships created by dense breast tissue. 

Table 4. Comparison of sensitivity and specificity for different imaging modalities and breast 
density, adapted from [73]. 

Modality 
Sensitivity (%) Specificity (%) 

Overall Dense Overall Dense 

MG 54.5 48.7 85.5 76.9 

US 67.2 63 76.8 82.5 

MRI 94.6 92.8 74.2 62.1 

MG + US 72.2 78 87.8 76.5 

MG + MRI 95.8 96.2 70.1 61 

US + MRI 92.3 94.5 76.8 65.7 

MG + US + MRI 97.7 99.1 63.3 51.3 
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b. Tumor Size 
Studies have shown that the tumor size has a significant impact on the detectability of 

breast cancer through screening modalities [33,83–86]. There have been various models 

developed that specify the sensitivity of MG as a function of the tumor size. Figure 7 shows 

some examples of established models such as the model developed by Weedon-Fekjaer et 

al. [83] and the model developed by Isheden and Humphreys [84]. Weedon-Fekjaer et al. 

[83] utilized a logistic function to model the sensitivity as a function of tumor size due to 

the nature of the function being an increasing function. This property allowed for the 

researchers to conduct backwards calculations from available data to obtain the necessary 

parameters to obtain this function. The authors were able to create this model for all age 

groups in their dataset as well as subset age groups. The model shown in Fig. 7 represents 

the model the authors developed for their entire age group data. Isheden and Humphreys 

[84] developed a similar logistic model that accounts for both the tumor size and the breast 

density percentage. This model showed that breast density has a negative effect on the 

sensitivity of MG, which has been verified in previous studies [85,87]. These models are 

great representations of the relationship between MG sensitivity and tumor size. However, 

other studies have shown that the sensitivity for tumors ≤ 10 mm is below 70% and the 

sensitivity of tumors > 10 mm but ≤ 20 mm is below 80% [86]. This is different than the 

models shown in Fig. 7, as they all reach close to 100% sensitivity for a 20 cm tumor. A 

better representation of the sensitivity obtained in previous literature has been shown by 

the model developed by Wang et al. [33]. The authors model utilized both true negative 

and false positive outcomes to obtain the appropriate parameters for their sensitivity model. 

This model shows the sensitivity of MG for a tumor size of 20 mm to be about 80% while 

a 10 mm tumor has a sensitivity of about 65%, which matches with other findings. 
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Figure 7. Example of models for mammography sensitivity as a function of tumor size, 
reproduced using models from [83,84]. 

 
Chen et al. [86] compared the sensitivity of MG, US, MG + US, and MG + US + MRI for 

tumor sizes ≤ 10 mm and tumor size > 10 mm but ≤ 20 mm showing that sensitivity 

increased as the tumor size increased. Additionally, the authors showed an increase in 

sensitivity when comparing MG with US or the combination modalities (MG + US and 

MG + US + MRI). This lines up with the sensitivity studies discussed in Section 1.4.2. 

Other studies have investigated the accuracy of tumor size detected in comparison to the 

size obtained from histology reports and its impact on the detection of breast cancer [88–

95]. Various studies have shown that both MG and US tend to underestimate the predicted 

size especially for Tis and T1 stage tumors (DCIS tumors and tumors ≤ 20 mm) wile MRI 

tends to overestimate the predicted size [89–95]. In terms of detectability of cancer, a study 

conducted by Lee et al. [88] had 37.7%, 26.0%, and 10.3% of Tis, T1, and T2 (> 20 mm 

but ≤ 50 mm) tumors missed, respectively, while T3 and T4 tumors were not missed. This 
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shows the need to obtain more accurate detection of tumors ≤ 50 mm, but especially ≤ 20 

mm for early detection. However, studies have shown that larger tumors > 50 mm have 

been missed by MG and US which further calls for an accurate and reliable imaging 

modality for breast cancer. 

c. Tumor Position 
The positioning, depth, and location of a tumor within a breast is categorized utilizing the 

O’clock position, tumor depth, and quadrant localization criteria, respectively, in according 

to the World Health Organization [96]. Figure 8 shows example illustrations for each of 

these categories reproduced from [96]. For the tumor position, a clock pattern is utilized to 

describe the general position of the tumor as shown in Fig. 8a. Additionally, the center of 

the breast is utilized as an additional reference position in the case the tumor is not in any 

particular clock position. For the tumor depth, the breast is split into thirds: posterior (deep 

and close to the chest wall), middle (or mid), and anterior (closest to the surface) as shown 

in Fig. 8b. For the tumor location, the breast is first split into upper and lower which then 

is split into quadrants using the inner and outer categories, as shown in Fig. 8c. The breast 

side will determine the locations of the inner and outer category which then decides the 

tumor location based on the quadrant it is located in. The tumor position, depth, and 

location are important as some tumors are more difficult to image than others due to 

variability of breast density throughout the breast [97]. Wadhwa et al. [98] showed some 

cases of tumors in the posterior region that were missed in mammograms due poor 

technique in alignment prior to imaging. This gives an additional challenge for 

mammography in addition to breast density and tumor size. 
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Figure 8. Methods utilize to classify tumors in terms of (a) clock positioning, (b) tumor depth, and 
(c) quadrant localization. Redrawn from [96]. 

 
d. Cancer Type 

The last factor that can affect the detection of breast cancer is the cancer type, due to their 

correlation with tumor location, growth, and histology. As discussed in Section 1.2.2, 

breast cancer occurs primarily in the ducts or in the lobules with the most common cancer 

being IDC. Both invasive cancers, IDC and ILC, become invasive mostly from DCIS but 

can also occur from LCIS. Several studies have shown that DCIS and ILC tend to be 

underestimated the most compared to other cancer types by mammograph and ultrasound 

[90–92]. Lee et al. [88] has shown that 35.8% and 20.8% of DCIS and ILC cancer type 

tumors were missed in their study. The one cancer type that has been the most difficult to 

detect and has a high number of false negative rate has been ILC [98]. This type of cancer 
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is typically found and diagnosed through biopsy with some cases being found by accident 

in a different surgical procedure [17–22]. This calls for the need for an imaging modality 

or technique that can detect breast cancer regardless of breast density, tumor size, tumor 

position, and cancer type. 

1.5 Technological Advancements in Breast Cancer Screening 

Although there are established technologies and methods for breast cancer detection, there 

have been various technological breakthroughs in imaging and computational methods. 

One important advancement in breast cancer research is the advancement in existing 

technologies. Due to mammography being the gold standard of breast cancer screening, 

some researchers have investigated ways to improve and automate mammography to 

conduct more efficient imaging. Contrast-enhanced mammography (CE-MG) has shown 

great promise in utilizing the contrast-enhanced technology conduct in CE-MRI with 

mammography especially for imaging patients with dense breasts. The use of advanced 

computation techniques including artificial intelligence (AI) has helped developed 

advanced computer aided detection/diagnosis (CAD) systems for efficient breast cancer 

detection and clinical workflow. In addition to utilizing emerging technologies such as CE-

MG for screening dense breast tissue, infrared (IR) thermography has also shown great 

promise as a screening modality. 

1.5.1 Contrast-Enhance Mammography 

Current studies have investigated the use of contrast-enhanced (CE) technology, such as 

CE mammography and CE-MRI, to help improve the current imaging protocol. In CE 

imaging, the patient is injected with contrast material that makes the tumor neovascular 

more visible in imaging. Studies have shown an increase in detection accuracy with the use 
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of CE mammography in comparison to tomosynthesis and digital mammography [99]. 

Cozzi et al. [100] showed that CE mammography can improve the specificity up to 84%, 

while keeping the sensitivity at about 92%. However, there have been concerns with the 

use of CE mammography due to having an increased dose of radiation and possible adverse 

reaction to the CE materials being injected. The use of CE -MRI has shown better outcomes 

in terms of improving detection accuracy even more than CE mammography [101,102]. 

However, the cost efficiency that typically comes with MRI imaging does not improve 

with CE-MRI. Therefore, in order to improve the accuracy of breast cancer screening and 

diagnosis while decreasing costs, computer-aided detection/diagnosis (CAD) tools have 

been developed.  

1.5.2 Computer Aided Detection/Diagnosis 

Some researchers have investigated the various CAD tools utilized with mammography 

images for breast cancer detection [103,104]. The authors have shown that CAD tools are 

utilized for image enhancement, image segmentation, feature extraction, and image 

classification. Image enhancement techniques are conducted to improve image quality and 

are typically used as pre-processing tools in CAD software. Image segmentation and 

feature extraction techniques try to isolate the areas and key features that are helpful for 

the CAD tools [105]. Finally, the image classifier utilizes the enhanced segmented images 

to detect breast cancer and is typically an AI-based method [106]. There has been a major 

breakthrough in improving AI-based methods for improved classification, especially in 

breast cancer detection and classification [107–109]. Moreover, AI-based methods have 

been developed to work with other adjunctive modalities such as ultrasound, CE 

mammography, and CE-MRI [108]. The aim of having these AI-based CAD tools is to 
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improve the accuracy of breast cancer detection, which has been shown to be true in some 

cases [110]. However, all medical decisions must be guided by a radiologist according to 

the Food and Drug Administration (FDA) and not solely based on the CAD tools or any 

AI-based method [111]. This means that the detection of breast cancer not only relies on 

the radiologist, but on the ease of use and reliability of their tools. 

1.5.3 Infrared Thermography and Infrared Imaging 

Thermography is the technique utilized to capture the heat distribution of an object through 

its emitted IR radiation captured by an IR camera. The IR camera captures the IR radiation 

and displays it through an image array of temperatures also known as an IR image. In breast 

cancer, IR thermography is utilized to study the surface heat distribution of the breast 

caused by a metabolically active and highly perfused malignant tumor [112–114]. In the 

1980s, IR thermography was cleared by the Food and Drug Administration (FDA) as an 

adjunct screening tool to mammography [115]. This method is a noninvasive, cost-

efficient, and comfortable technique that relies on the thermal signatures obtained from 

images. Additionally, this method works very well with dense breast tissue and any other 

tissue density. However, there has been some backlash over the years due to a lack of 

proper imaging protocols, evaluation procedures, and low thermal sensitive IR technology 

from previous studies [116–123]. Another name for IR thermography is infrared imaging 

(IRI) which was adapted after more advanced IR technology and computational methods 

for breast cancer detection. Current studies have shown great promise in the detection of 

breast cancer using AI-based methods [123–141], such as machine learning and deep 

learning, as well as bioheat transfer-based computational methods [142–156], such as 

inverse heat transfer modeling and physics-based AI. The AI-based methods have been 
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able to utilize larger clinical data to test the efficacy of IRI, but variability in sensitivity 

and specificity suggest further testing is needed. This is the same for the bioheat transfer-

based computational methods as there have been very few that have applied their methods 

to clinical data. The work by Gonzalez-Hernandez et al. [150], Recinella et al. [149] and 

Perez-Raya et al. [144] have shown great promise in the detection of breast cancer using 

this method with clinical IR temperatures. 

1.6 Conclusion 

Breast cancer is a complex disease that has taken the lives of over 600,000 women and 

effecting millions of lives each year. Early detection of breast cancer is the key to helping 

save lives, but the current screening paradigm has further to evolve. Although 

mammography is the gold standard for screening of breast cancer, the added difficulty 

imaging patients with dense breasts has shown the importance of adjunctive screening. 

However, the current methods also need further enhancements to improve the sensitivity 

and specificity for better detection of breast cancer. Additionally, the current modalities 

have been shown to be uncomfortable for many women due to their invasive nature or pain 

provoking methods that are utilized for imaging. Last, there is a need for a modality that 

can surpass the additional challenges added on by tumor size, tumor position, and cancer 

type. Infrared imaging shows great promise in answering the issues established by the 

current screening paradigm as it is a noninvasive and comfortable modality that does well 

in imaging dense breast tissue. However, further investigation is needed on the efficacy 

and the detectability of breast cancer for IRI-based methods. 
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Chapter 2: Background 

This chapter covers the literature background in the research areas of IR thermography 

(Section 2.1), bioheat transfer modeling (Section 2.2), and inverse heat transfer modeling 

(Section 2.3). Sections 2.4 and 2.5 cover the research needs established from the literature 

and the objectives the current work aims to meet based on the research needs, respectively. 

2.1 Infrared Thermography of Breast Cancer 

Infrared (IR) thermography in breast cancer is a noninvasive and cost-efficient imaging 

modality that relies on the surface temperature captured by an IR camera. An IR camera 

captures the thermal radiation emitted by an object which then generates an IR image to 

depict the thermal distribution of the surface of the object [157–161]. Thermography in 

breast cancer has been studied extensively since the 1950s and has shown great potential 

in the detection of breast cancer from IR temperatures. However, this method has had 

various pushbacks due to a lack of clear protocol and inadequate clinical validation. 

Researchers would associate hotspot regions captured in an IR camera with the presence 

of a tumor within a breast and develop methods to screen for breast cancer. There has been 

a current increase of interest in this research area especially after recent IR technological 

breakthroughs. This section goes over literature in IR thermography including early clinical 

studies, current state-of-the-art computer aided methods, and imaging protocols utilized in 

these studies. 

2.1.1 Early Clinical Thermography 

In the late 1950s, R. N. Lawson, M.D. and his research group  was one of the first 

researchers that investigated the effects of breast cancer on the surface temperature through 
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temperature measurements [162–164]. The research group saw the potential of utilizing IR 

thermography, previously developed by the military for surveillance applications, as a 

means to screen for breast cancer through temperature readings [164,165]. In the early 

1960s (1960-1965), researchers started utilizing IR thermography to identify and classify 

malignancy of breast diseases from the surface temperatures [165–169]. Studies were 

conducted on patients with cysts, benign tumors, and malignant tumors to understand how 

the various rises in temperature correlate with the respective disease. Although the results 

showed that utilizing IR thermography for temperature measurement is an objective 

process, Williams [169] suggested further investigation was needed to obtain the efficacy 

of the modality in a clinical setting. Various researchers investigated the use of IR 

thermography and liquid crystal thermography as potential screening tools. However, 

many researchers preferred IR thermography due to its better accuracy in measuring 

temperatures especially after further imaging advancements [164,168,170–176]. 

Regardless of the method, researchers started to investigate the sensitivity and specificity 

of thermography in the clinical setting.  

Table 5 shows the reported sensitivity and specificity of thermography for various studies 

conducted from 1961-1972. The sensitivity and specificity of thermography ranged from 

25%-100% and 6%-95%, respectively. Prior to 1967, the average sensitivity value was 

89% with the minimum and maximum sensitivity values being 66% and 100%, 

respectively. The average, minimum, and maximum specificity values were 73.4%, 45%, 

and 93%, respectively. However, the patient sample sizes were relatively small with the 

highest number of patients studied coming in at 176 patients with 100 cancer cases. From 

1967 to 1969, there was an increase in clinical research and patient recruitment to further 
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conduct studies on the efficacy of thermography. The average sensitivity and specificity 

values were 76.5% and 74.7%, respectively, due to the findings of Hitchcock et al. [177] 

who obtained sensitivity and specificity values of 25% and 6 %, respectively. The reason 

for these low results are suggested to be due to inexperience of the researchers in 

interpreting the thermography data [178]. Excluding these results from the average obtains 

a new average of 80.8% for the sensitivity and 83.3% for the specificity. Although the 

sample size increased to over 4,700 patients, the number of cancer cases was still small in 

comparison with the maximum cancer cases coming in at 250 for a sample size of 3518. 

Then in 1970-1972, the average sensitivity and specificity values of 78.3% and 74.2%, 

respectively, were obtained, but with only one research group having a decently sized 

sample size and cancer cases. This research group was led by Isard et al. [179] who 

conducted screening on 10,055 patients with 300 patients having cancer. This research 

group was well experienced with thermography and their findings accumulated from their 

1969 work [174]. The overall sensitivity and specificity for 1961-1972 was 80.3% and 

73.1%, respectively. This showed that the thermography in this time period was 

comparable to the sensitivity and specificity values for mammography, ultrasound, and 

MRI shown in Table 3. 
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Table 5. Sensitivity and specificity of thermography from 1961-1972 literature. 

Author Year Sample Size Cancer Cases Sensitivity Specificity 
Williams et al. [167] 1961 100 57 95% 74% 
Williams [169] 1964 176 100 95% - 
Brasfield et al. [180] 1965 150 38 66% 45% 
Swearingen [181] 100 19 100% 80% 
Notter et al. [182] 1966 154 56 98% - 
Harris [183] 100 60 89% - 
Gershon-Cohen [184] 1967 4,000 200 94% 75% 
Hoffman [185] 1,924 24 75% 93% 
Wallace [178] 

1968 

4,413 130 87% - 
Hitchcock et al. [177] 2,523 4 25% 6% 
Wallace and Dodd 
[186] 

565 69 87% 81% 

Haberman [178] 510 32 84% 82% 
Madsen [178] 173 8 75% - 
Seaman [178] - 80 79% - 
Dodd et al. [187] 

1969 

4,726 195 85% 89% 
Lilienfeld et al. [188] 3,518 250 72% 80% 
Isard et al. [174] 2,696 76 72% - 
Draper and Jones 
[189] 

304 38 68% 86% 

Williams [190] 300 167 92% 80% 
Jones and Draper 
[191] 1970 

170 60 82% 69% 

Nathan et al. [192] 97 16 69% 70% 
Farrell et al. [193] 1971 126 - 87% 90% 
Isard et al. [179] 

1972 
10,055 306 71% 71% 

Nathan et al. [194] 359 34 79% 50% 
Davison et al. [176] 193 17 82% 95% 

 
The various researchers shown in Table 5 saw the potential of thermography but suggested 

that larger clinical studies, better imaging protocols, and better interpretation protocols 

were needed. The main reason for many of these researchers wanting to continue with 

thermography has to do with the bioheat transfer advancements that were being conducted 

by various other researchers. From 1968-1983, researchers C. Gros and M. Gautherie 

conducted various clinical studies on over 57,000 patients to further investigated breast 

cancer from a thermal perspective using IR and liquid crystal thermography, and internal 

temperature measurements [112–114,195–216]. Their research established correlations 
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between temperature measurements, metabolic activity, tumor doubling time, and high 

levels of blood perfusion of tumors. Their work highlighted the usefulness of utilizing a 

thermal approach with thermography to aid in early detection, prognosis, and treatment of 

breast cancer. In order to answer the need for a large-scale clinical study to investigate the 

efficacy of thermography, the breast cancer demonstration project (BCDP) was established 

by the American Cancer Society and the National Cancer Institute [217,119,120]. In the 

BCDP, over 280,000 patients were screened for breast cancer using various screening 

methods including thermography and mammography. The study lasted for about 9 years 

from 1973-1981 with 29 health centers participating in the study, resulting in over 4443 

breast cancers detected. However, thermography was pulled from the study after 5 years 

due to low performance and many centers being unprepared to screen with thermography 

[119,120]. Many researchers had to be trained in utilizing thermography, which led to 

inconsistent testing and resulting in poor outcomes. Following these outcomes resulted in 

thermography having a poor reputation within the medical community and being seen as 

an inaccurate modality [218,219]. However, many other researchers saw that the negative 

results should not influence the future of thermography and saw the opportunity to come 

up with better criteria for interpreting thermography [220,221]. Additionally, others looked 

into the future of utilizing computational techniques to further improve the accuracy of the 

modality [222,223]. In 1982, the FDA approved thermography as an adjunct to 

mammography and has since been recommended it as an adjunctive breast cancer 

screening modality [224,225]. 

Various technological advancements gave tools to researchers to further investigate the use 

of thermography as screening and diagnosis tools. After the 1990s, researchers leaned away 
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from liquid crystal thermography and towards IR thermography due to all the technological 

advances in IR technology. One of the advancements comes in terms of improving detector 

array through decreasing the pixel pitch, which determines the pixel resolution of the IR 

image [226–229]. Over the years, it was observed that the pixel pitch of IR detector arrays 

have decreased from 30 μm in 2000 to about 5 μm in 2020 for mid-wave IR sensors [157–

161]. This has given pixel resolutions to go from 64 x 64 pixels to 1280 x 1024 pixels with 

advancements coming out with 2000 x 2000 pixels. In addition to increasing pixel 

resolution, the thermal sensitivity of IR cameras has increased consequently. The thermal 

sensitivity of an IR camera is measured through the noise equivalent temperature difference 

(NETD) which is the lowest temperature difference that can be captured above a certain 

noise level [157,158,227,228]. In the early 1970s to late 1980s, the thermal sensitivity of 

IR cameras was 100 mK and above [116,118,120,161,228]. This highly improved starting 

in the mid-1990s where the thermal sensitivity has gone from 50 mK to 7 mK 

[116,118,120,230]. Table 6 shows the progression of the IR thermal sensitivity from 1972-

2020 with the most current value of 7 mK being achieved by Wang et al. [230]. The first 

part of the table (1972-2010) was replicated from previous literature on IR thermography 

[116,118,120]. Current commercial IR camera companies report a thermal sensitivity of 

<20 mK, such as FLIR and ICI, but do not give the exact value. This leaves this value 

ambiguous for many researchers but the value of 20 mK is typically taken as the thermal 

sensitivity of the camera. Due to the success of creating low thermal sensitivity IR cameras, 

many researchers have developed unique imaging systems to improve imaging of patients. 

These include the Mammary Rotational Infrared Thermogram (MAMRIT) system 
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[231,232], three-dimensional infrared imaging (3DIRI) system [233], NoTouch Breast 

Scan [234], and many other commercial options [118,120,235,236].  

Table 6. Thermal sensitivity progression from 1972-2020, adapted from [116,118,120]. 

IR Camera Year Thermal Sensitivity [mK] 
AGA 750 1972 230 
ISI Videotherm 1980 150 
Inframetrics 500M 1987 100 
Inframetrics 600M 1995 50 
Amber PM 2000 39 
FLIR A8300 2005 20 
FLIR SC 6000 2010 <20 
T2SLS Qmagiq 2020 7 

 
2.1.2 Computer Aided Thermography 

In addition to advancements in IR technology, a variety of computational methods were 

being developed in conjunction with the newly developed imaging systems. The reason for 

these computational methods was to conduct more efficient interpretation of the thermal 

patterns observed in IR images. Thermography techniques often relied on an individual to 

observe and inspect the thermal patterns on the breast surface generated by an anomaly. In 

breast cancer, breast tumors generate heat due to their metabolic activity and highly 

perfused vasculature, which affects the heat distribution on the breast surface 

[112,114,215,237]. Researchers have recognized this phenomenon and have developed 

techniques to identify these thermal patterns associated with breast cancer through image 

features. Various review and survey papers have been conducted by researchers in various 

fields that studied breast cancer detection with IR thermography through a variety of 

computational techniques [116,118–124,131,134,148,236,238,239]. Artificial intelligence 

(AI) has played a major role in the advancement of infrared imaging as an adjunctive 

screening modality through traditional machine learning-based and deep learning-based 
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methods [109,239–241]. These methods have been utilized for either image segmentation 

and enhancement or classification for screening. Traditional machine learning-based 

methods include classification techniques such as support vector machines (SVM), genetic 

algorithms (GA), artificial neural networks (ANN), and many other techniques. Deep 

learning-based methods include convolutional neural networks (CNN), generative 

adversarial networks (GAN), transfer learning models, as well as other methods. A brief 

literature search of scientific publications that utilize AI-based methods in IR 

thermography from 2019-2023 was conducted [109,118,121–125,127–

142,148,153,236,238,239,241–322]. Figure 9 shows the results of conducting the search 

when a limit is set on the search to the first five pages in a scientific publication search 

engine. As the figure shows, there has been an increase in the number of scientific 

publications since 2019 and it is expected to continue rising. IR thermography can be 

separated into steady-state, or static, and dynamic thermography. In static thermography, 

patients are imaged once after an acclimation time so that the body reaches a steady-state 

temperature with the environment. In dynamic thermography, a cold stress is applied to the 

body and the effect over time is captured by multiple IR images [118]. Thermography 

datasets such as the DMR dataset [323] and DBT-TU-JU dataset [324] have been 

developed over the years. These datasets have been utilized in almost all AI-based methods 

and are the main source of training and validation for many AI models. For AI models to 

detect the features that best correlate with malignancy, it is trained using ground truth data 

which in many cases is through the DMR and DBT-TU-JU datasets. These datasets come 

with IR images and labels indicating which patients have proven breast cancer, as well as 
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which breast tumor is located in. The DMR and DBT-TU-JU datasets contain 1062 and 

1100 IR images in patients in the upright position, respectively. 

 

Figure 9. Number of scientific publications related to AI-based methods utilized for IR 
thermography for breast cancer detection. 

There are various machine learning-based methods that have been utilized for breast cancer 

detection using IR thermography. Resmini et al. [294] showed the use of dynamic and static 

IR thermography to create a hybrid computational method to detect the presence of breast 

cancer. The dynamic data was used in feature computation through a K-means 

unsupervised learning algorithm in conjunction with a K-star supervised classifier. Then, 

an additional cancer diagnosis feature used a genetic algorithm (GA) and support vector 

machine (SVM) to classify if the breast had cancer or not. The results of this study showed 

that their technique was able to obtain a sensitivity and specificity of 94.61% and 94.87%, 

respectively, using IR thermography. The researchers further improved their diagnosis 

algorithm to an accuracy of 97.8% and tested on both the DMR and UFPE datasets [293]. 

Hossam et al. [325] developed a technique that performs automatic segmentation of the 

breast from IR images and detects breast cancer from a region of interest (ROI). The 
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automatic segmentation method uses color intensity and edge detection to segment the 

breast. The method then detects the ROI on the segmented breast using a Hough transform 

algorithm and increases the contrast of detected boundaries of the ROI. The features of the 

ROI were used as inputs into two classifiers, an SVM classifier and an Artificial Neural 

Network (ANN) classifier, to predict the presence of a tumor. The results showed that the 

accuracy of the SVM classifier was 96.7% while the accuracy of the ANN classifier was 

96.1% in comparison. Sathish et al. [313] trained a classifier for breast cancer detection 

using asymmetry features caused by the tumor and captured in the IR images. Temperature 

values rather than pixel intensity values were used to perform normalization, preprocessing 

and segmentation. The workflow consisted of extracting features from segmented images 

using sequential floating forward feature selection, random subset feature selection, and 

GAs. These features were used to train a SVM Gaussian classifier on normalized images 

which produced a classification accuracy of 91%. These methods showed the use of 

machine learning-based classification techniques to detect the presence of breast cancer 

using IR images. 

In deep learning-based methods for breast cancer detection with IR thermography, 

classification is conducted using convolutional neural networks (CNN), as these techniques 

are well suited for image-based data. The work by de Freitas Oliveira Baffa and Grassano 

Lattari [326] utilized CNN with IR images for breast cancer detection through binary 

classification (healthy or unhealthy/sick). The researchers conducted nine tests on the 

DMR dataset (2 for static and 7 for dynamic) and compared their results with other studies 

that utilized the same dataset with traditional machine learning-based classification. The 

overall performance of their network showed an accuracy of above 95% on the static 



39 
 

dataset, which performed better than the other methods, and above 92% on the dynamic 

dataset. Fernánez-Ovies et al. [321] conducted binary classification on the DMR dataset by 

applying transfer learning on well-established state-of-the-art CNNs: (i) ResNet18, 

ResNet34, ResNet50 and ResNet152 [327], and (ii) Vgg16 and Vgg19 [328]. The method 

considered 5 testing sets and 1 blind validation test, where the Resnet architectures 

achieved accuracy values of 97.5% and above for all tests. The studies conducted in [326] 

and [321], utilized augmentation to the IR images to balance and increase the dataset for 

training, testing, and validation. Farooq and Corcoran [308] utilized the state-of-the-art pre-

trained CNN InceptionV3 [329] for binary classification with the DMR dataset. This CNN 

utilized the pre-trained weights and retrained only the last layer to obtain an accuracy of 

80% and the sensitivity of 83.33% for validation.  

Further studies have been conducted to improve the use of CNNs on the DMR dataset. 

Yadav and Jadhav [266] worked on finding the optimal tuning parameters and 

augmentation method to improve the accuracy of Vgg16 and InceptionV3. The study 

showed that fewer augmentation, keeping the last convolutional layer unfrozen, and having 

a learning rate of 0.005 obtained the best accuracy of 98.5% for InceptionV3. Gonçalves 

et al. [279] investigated using bio-inspired meta-heuristic algorithms (GA and particle 

swarm optimization) to find the optimal architecture and tuning parameters. The 

researchers aimed to improve the F1-scores of Vgg16 (from 0.66 to 0.92) and ResNet50 

(from 0.83 to 0.90) using GA while maintaining an accuracy of around 91.6%. Tiwari et 

al. [290] focused on the input data by utilizing the multi-view IR images instead of one 

view that is typically used from the DMR dataset on pre-trained CNN. The researchers 

found that the multi-view IR images increased the accuracy from 93% to 98% for static 
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images, and 94% to 99% for dynamic images when compared to only using the frontal 

view. Sánchez-Cauce et al. [291] also worked on a multi-input CNN by studying the effect 

of multi-view IR images, and a combination of IR images with patient and clinical text data 

as the inputs. The researchers found that utilizing multi-view IR images further enhances 

the CNN accuracy when compared to using only one view, but further studies are needed 

on utilizing a combination of IR images and text data. Additionally, there have been studies 

by Araujo et al. [262,285] have shown the use of IR thermography as a monitoring 

technique for breast cancer treatment. Their work consisted of an AI-based method with 

IR images to assess the effects of treatment on breast cancer. This shows the novelty of 

utilizing IR thermography to study breast cancer and its ability to be utilized in treatment 

and detection. Although these studies show great promise on the use AI with IR 

thermography for breast cancer detection, the lack of large datasets make it difficult to 

conduct unbiased studies without the use of augmentation. 

2.2 Bioheat Transfer in Breast Cancer 

Techniques that move away from the classification and feature-based approaches with IR 

thermography are numerical methods that utilize bioheat transfer modeling. In the context 

of this work, IR imaging (IRI) is utilized instead of IR thermography to differentiate 

between bioheat transfer approaches described in this section and the empirical methods 

described above. Malignant breast tumors have high metabolic activity and are highly 

perfused which alters the temperature distribution on the breast surface [112,114,215,237]. 

Various works have investigated the thermal characteristics of breast cancer and their effect 

on surface temperatures. These factors have been modeled as heat sources, thermal 

properties, and thermal parameters through bioheat transfer modeling using models such 
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as the Pennes’ bioheat equation [330]. The Pennes bioheat equation has accurately 

reproduced the experimental thermal response in breast cancer [116,118,120,148,151]. It 

accounts for the metabolic heat generated within the tissue and the heat transfer between 

the tissue and the blood flow. This section goes over the various bioheat models (Section 

2.2.1), the thermal characteristics of breast cancer (Section 2.2.2), bioheat transfer 

modeling using breast geometries (Section 2.2.3), and parametric studies of bioheat 

transfer models for breast cancer (Section 2.2.4). 

2.2.1 Bioheat Transfer Models 

Thermal modeling is the process of creating an analytical model of a system using the 

fundamental laws of thermodynamics and heat transfer through experimentation or known 

theory. This modeling process can be implemented in biological systems as all living things 

are governed by these same laws. There have been various models that have tried to study 

and incorporate the complex system of the human body or of a particular organ 

[142,151,331–334].  

In 1948, Bazett et al. [335,336] explored the temperature of blood flow inside of a person 

as well as external parameters that affect the cooling of the system through invasive 

measurement tools. The authors concluded that the temperature in the limbs is not constant, 

or uniform, regardless of external conditions. In the same year, Pennes [330] conducted 

thermal experiments on the forearm of various individuals establishing the effects of 

perfused tissue and blood flow on the heat transfer within the forearm. From his results, 

the Pennes’ bioheat equation was developed which has played a major role in bioheat 

transfer modeling. Pennes’ bioheat equation is as follows: 
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𝜌𝜌𝑡𝑡𝑐𝑐𝑡𝑡

𝜕𝜕𝑇𝑇𝑡𝑡
𝜕𝜕𝜕𝜕

= ∇ ⋅ (𝑘𝑘𝑡𝑡∇𝑇𝑇𝑡𝑡) + 𝜌𝜌𝑏𝑏𝑐𝑐𝑏𝑏𝜔𝜔𝑏𝑏(𝑇𝑇𝑎𝑎 − 𝑇𝑇𝑡𝑡) + 𝑞𝑞𝑚𝑚 (3) 

where 𝜌𝜌 is density, 𝑐𝑐 is the specific heat, 𝑇𝑇 is temperature, 𝑡𝑡 is time, 𝑘𝑘 is the thermal 

conductivity, 𝜔𝜔𝑏𝑏 is the blood perfusion rate, and 𝑞𝑞𝑚𝑚 is the metabolic heat generation rate, 

while the subscripts 𝑡𝑡, 𝑏𝑏 and 𝑎𝑎 stand for tissue, blood, and artery respectively. In 1961, 

Wissler [337] incorporated Pennes’ bioheat equation to model the heat transfer within the 

human body by modeling the human body as multiple cylinders with blood vessels. His 

model aimed to incorporate the effects of the blood vessels within each cylindrical body 

part. However, due to the simplicity of the model it was not the most accurate way to model 

the heat transfer within the body especially as more available thermal information was 

being available from experiments. Throughout the 1960s various researchers studied the 

thermal properties of tissues, blood vessels, and diseases through experiments with tools 

such as IRI to understand their significance in the heat transfer within the body 

[165,169,195–197,338–341]. Seeing the need for a more accurate model that incorporates 

the effect of the blood vessels Wulff [342] replaced the blood perfusion term 

𝜌𝜌𝑏𝑏𝑐𝑐𝑏𝑏𝜔𝜔𝑏𝑏(𝑇𝑇𝑎𝑎 − 𝑇𝑇𝑡𝑡) by a convective term 𝜌𝜌𝑏𝑏𝑐𝑐𝑏𝑏𝑈𝑈ℎ∇𝑇𝑇𝑡𝑡. In this mode, 𝑈𝑈ℎ is the local mean 

blood velocity in the capillaries which adds to the complexity of the system. This model 

was proven to be an inaccurate representation as the author assumes the blood and tissue 

are at equilibrium at the capillary level. Studies by Priebe and Betz [341], Draper and Boag 

[173], and Gautherie et al. [202] a few years prior proved that the this was not the case 

through experimentation. 

Chen and Holmes [343] developed a model that incorporated both the blood perfusion term 

and convective term as well as a diffusion term due to the blood perfusion ∇ ⋅ �𝑘𝑘𝑝𝑝∇𝑇𝑇𝑡𝑡�, 
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where 𝑘𝑘𝑝𝑝 is the thermal conductivity due to blood perfusion. Their model utilized a thermal 

equilibrium assumption at medium sized blood vessels with diameters of 50-300 μm 

instead of the capillaries. Also, their model assumed that the arterial temperature 𝑇𝑇𝑎𝑎 was 

not the core temperature but instead the temperature of the arterial blood in the largest 

artery. Some researchers split the blood and tissue thermal interaction into a model called 

the two-compartment bioheat transfer model. These models divided the domain into sub-

domains with the tissue making up one of the domains and the blood making up the other 

domain [151,331,334]. Xuan and Roetzel [344] proposed a model that considers the heat 

exchange between the tissue and blood vessels as a porous medium. Their model is as 

follows: 

 (1 − 𝜀𝜀)𝜌𝜌𝑡𝑡𝑐𝑐𝑡𝑡
𝜕𝜕𝑇𝑇𝑡𝑡
𝜕𝜕𝜕𝜕

= ∇ ⋅ (𝑘𝑘𝑡𝑡∇𝑇𝑇𝑡𝑡) + ℎ𝑡𝑡𝑡𝑡(𝑇𝑇𝑏𝑏 − 𝑇𝑇𝑡𝑡) + (1 − 𝜀𝜀)𝑞𝑞𝑚𝑚 (4) 

 
𝜀𝜀𝜌𝜌𝑏𝑏𝑐𝑐𝑏𝑏 �

𝜕𝜕𝑇𝑇𝑏𝑏
𝜕𝜕𝜕𝜕

+ 𝒖𝒖𝑏𝑏 ⋅ ∇𝑇𝑇𝑏𝑏� = ∇ ⋅ (𝑘𝑘𝑏𝑏∇𝑇𝑇𝑏𝑏) + ℎ𝑡𝑡𝑡𝑡(𝑇𝑇𝑡𝑡 − 𝑇𝑇𝑏𝑏) (5) 

where 𝜀𝜀 is the porosity, 𝑇𝑇𝑏𝑏 is temperature in the blood, ℎ𝑡𝑡𝑡𝑡 is the local volumetric heat 

transfer coefficient, and 𝒖𝒖𝑏𝑏 is the blood flow velocity. The blood flow velocity 𝒖𝒖𝑏𝑏 may 

obtained through experimental measurements, the continuity and Navier-Stokes equations, 

or any other means. An extension of the Chen and Holmes and two-compartment models 

was developed by Weinbaum et al. [345,346] who suggested a three-compartment model 

in order to capture the complex heat transfer interaction between the tissue, arterial blood, 

and venous blood sub-domains. This model splits up Eq. 5 into two equations to model the 

arterial blood temperature 𝑇𝑇𝑎𝑎𝑎𝑎 and venous blood temperature 𝑇𝑇𝑣𝑣𝑣𝑣. In addition, the 

convective heat transfer interaction between the tissue and blood ℎ𝑡𝑡𝑡𝑡(𝑇𝑇𝑏𝑏 − 𝑇𝑇𝑡𝑡) is split into 
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two to model the interaction between the tissue with the arterial blood ℎ𝑡𝑡−𝑎𝑎𝑎𝑎(𝑇𝑇𝑎𝑎𝑎𝑎 − 𝑇𝑇𝑡𝑡) and 

the tissue with the venous blood ℎ𝑡𝑡−𝑣𝑣𝑣𝑣(𝑇𝑇𝑣𝑣𝑣𝑣 − 𝑇𝑇𝑡𝑡). These terms are also incorporated in the 

additional blood temperature equations in the appropriate heat flow direction. Last, the heat 

exchange between the arterial blood and venous blood is modeled with the term 

ℎ𝑎𝑎𝑎𝑎−𝑣𝑣𝑣𝑣(𝑇𝑇𝑎𝑎𝑎𝑎 − 𝑇𝑇𝑣𝑣𝑣𝑣) which is added to the blood temperature equations in the appropriate 

heat flow direction.  

Following these models, various researchers aimed to further model the thermal interaction 

between the tissue and blood vessels through additional terms, assumptions, and geometric 

interpretations. In 2008, Nakayama and Kuwahara [347] suggested adding the perfusion 

effects to the three-compartment models in order to better model the countercurrent heat 

exchange from the vessels and the heat transfer towards the skin surface. These perfusion 

effects were added through perfusion terms due to the arterial blood 𝜌𝜌𝑏𝑏𝑐𝑐𝑏𝑏𝜔𝜔𝑎𝑎𝑎𝑎𝑇𝑇𝑎𝑎𝑎𝑎 and 

venous blood 𝜌𝜌𝑏𝑏𝑐𝑐𝑏𝑏𝜔𝜔𝑣𝑣𝑣𝑣𝑇𝑇𝑣𝑣𝑣𝑣 phases, where 𝜔𝜔𝑎𝑎𝑎𝑎 and 𝜔𝜔𝑣𝑣𝑣𝑣 are the arterial and venous blood 

perfusion rates, respectively. Additionally, these perfusion effects were incorporated in the 

tissue phase through the perfusion term 𝜌𝜌𝑏𝑏𝑐𝑐𝑏𝑏𝜔𝜔𝑎𝑎𝑎𝑎(𝑇𝑇𝑎𝑎𝑎𝑎 − 𝑇𝑇𝑣𝑣𝑣𝑣) with the counter current 

assumption that 𝜔𝜔𝑎𝑎𝑎𝑎 = −𝜔𝜔𝑣𝑣𝑣𝑣. This led to various researchers conducting further testing 

and modeling of more complex systems. Mahjoob and Vafai [348] later developed a more 

complex model with analytical solutions for dual layer biological media in relation to 

porous-media theory. The authors derived their models for two types of dual layer 

geometric models, an isolated boundary model and a uniform core temperature model. The 

goal of their model was to obtain better representation of the thermal interactions between 

the tissue and blood through the appropriate boundary conditions. Although their work 

showed great promise in developing an accurately simplified model, they did not test their 
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models against any experimental data. Wang and Fan [349] conducted a study on both the 

continuum, or mixture theory, and porous-media bioheat transfer models to identify their 

characteristics and discuss fundamental theories based on their involvement with a 

macroscopic model. The authors concluded that both models take advantage of simplicity, 

but do not offer connections between microscale and macroscale properties and they do 

not accurately model the blood and tissue interaction. The porous-media models have 

recently overcome these issues, which points in the direction of developing a closure theory 

for these equations. A current mode by Wang et al. [350] has shown the ability to model 

the effects of blood flow utilizing the porous-media models in the hand and foot provided 

the vasculature structure. Their work shows the ability to utilize known vasculature 

geometries with models described above to show the thermal effects of the vessels.  

Another important model that aimed to improve the complex bioheat modeling of the 

vasculature in organs was the coupled continuum-discrete (CCD) model developed by He 

and Liu [351]. The CCD model utilized the concept of modeling the various vascular from 

Eqs. 4 and 5 while extending the heat transfer contribution of any available size vessels. 

This was conducted by incorporating additional heat sources contributed by large visible 

vessels, small visible vessels, and invisible vessels through the following:  

 
𝜌𝜌�𝑡𝑡𝑐𝑐𝑡𝑡

𝜕𝜕𝑇𝑇𝑡𝑡
𝜕𝜕𝜕𝜕

= ∇ ⋅ �𝑘𝑘�𝑡𝑡∇𝑇𝑇𝑡𝑡� + 𝑄𝑄𝑡𝑡𝑡𝑡 + 𝑄𝑄𝑡𝑡𝑡𝑡 + 𝑄𝑄𝑡𝑡𝑡𝑡 + 𝑄𝑄�𝑚𝑚 (6) 

 
𝜌𝜌𝑏𝑏𝑐𝑐𝑏𝑏 �

𝜕𝜕𝑇𝑇𝑏𝑏
𝜕𝜕𝜕𝜕

+
𝑞𝑞𝑏𝑏
𝐴𝐴𝑏𝑏

𝜕𝜕𝑇𝑇𝑏𝑏
𝜕𝜕𝜕𝜕
� = 𝑘𝑘𝑏𝑏

𝜕𝜕2𝑇𝑇𝑏𝑏
𝜕𝜕𝑙𝑙2

+ 𝑄𝑄𝑏𝑏 + 𝑄𝑄𝑚𝑚 (7) 

 𝜕𝜕𝐴𝐴𝑏𝑏
𝜕𝜕𝜕𝜕

+
𝜕𝜕𝑞𝑞𝑏𝑏
𝜕𝜕𝜕𝜕

= 0 (8) 
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 𝜕𝜕𝑞𝑞𝑏𝑏
𝜕𝜕𝜕𝜕

+
𝜕𝜕
𝜕𝜕𝜕𝜕
�
𝑞𝑞𝑏𝑏2

𝐴𝐴𝑏𝑏
� +

𝐴𝐴𝑏𝑏
𝜌𝜌𝑏𝑏
𝜕𝜕𝑝𝑝𝑏𝑏
𝜕𝜕𝜕𝜕

= −
K
𝐴𝐴𝑏𝑏

𝑞𝑞𝑏𝑏 (9) 

where 𝜌𝜌�𝑡𝑡, 𝑘𝑘�𝑡𝑡 and 𝑄𝑄�𝑚𝑚 are the volume average tissue density, thermal conductivity and 

metabolic heat generation, respectively, 𝑄𝑄𝑡𝑡𝑡𝑡, 𝑄𝑄𝑡𝑡𝑡𝑡 and 𝑄𝑄𝑡𝑡𝑡𝑡 are the thermal interactions from 

blood to tissue due to large visible vessels, small visible vessels and invisible vessels, 

respectively,  𝑞𝑞𝑏𝑏 is the blood flow flux, 𝐴𝐴𝑏𝑏 is the vessel tube cross-sectional area, 𝑙𝑙 is the 

direction of the vessel along the centerline, 𝑄𝑄𝑏𝑏 is the thermal interaction between tissue and 

blood for large and small visible vessels, 𝑝𝑝𝑏𝑏 is the blood pressure, and K is the flow 

parameter. The authors used their developed parallel alternating direction explicit finite 

difference method [352] to obtain numerical solutions for the 3D thermal-transport 

equations (Eqs. 6 and 7), and 1-D transport equations (Eqs. 8 and 9). Validation of the CCD 

model was performed on a liver model domain reconstructed from MRI data where they 

were able to evaluate the thermal effect of the liver vasculature and a tumor heat source. A 

comparison study was conducted between the CCD model and the Pennes’ bioheat model 

to understand the difference in the thermal profile. Figure 10 shows the thermal distribution 

in the liver for Pennes’ bioheat model (A-C) and the CCD model (D-F). As the figure 

shows, the CCD model provides a more complex thermal profile due to the different levels 

of vasculature. Although this is a detailed profile that includes various levels of vascularity, 

the thermal interaction between the capillary flow and interstitial solid region. Tang et al. 

[353] conduct a study on a model that incorporates the models discussed above but also 

incorporates thermal interactions in the microvasculature level. The microvasculature, or 

microcirculation, system involves the transport between the capillaries and the interstitial 

space made up of interstitial fluid [354]. This then changes the transport equations to 
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incorporate fluid flow in both the blood and the interstitial space. Although this method 

allows for bioheat transfer modeling of organs, tissue, blood vessels, and microvasculature, 

there have not been many models that incorporate all these concepts into one model. This 

is due to the high level of modeling complexity that also increases the numerical and 

computational complexity needed to solve these types of problems. Furthermore, it can be 

difficult to obtain the vasculature structure, let alone the organ structure of most body parts. 

 

Figure 10. Thermal profiles of the liver obtained using (A-C) Pennes’ bioheat model and (D-F) 
the CCD model from He and Liu [351]. 

 
Although all these models can model the bioheat transfer of different regions of the body, 

Pennes’ bioheat model has shown to adequately model the overall bioheat transfer. For this 

reason, many researchers have preferred to use it as its simplest form or through a higher 

level of simplicity while holding true to the model. One of the simplified models that aimed 

to achieve this has been the effective thermal conductivity bioheat model developed by 

Weinbaum and Jiji [355]. Effective thermal conductivity models have been utilized in 
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various applications such as in nanofluids modeling [356,357], porous media modeling 

[358–360], two-phase material modeling [361], multiphase composite materials [362], and 

heterogenous materials [363]. The effective thermal conductivity is obtained through 

Fourier’s law of conduction in an elementary control volume such that the total heat flux 

is given by: 

 𝑄𝑄𝑇𝑇 = 𝑘𝑘𝑒𝑒𝑒𝑒𝑒𝑒𝐴𝐴
∆𝑇𝑇
L

 (10) 

where 𝑄𝑄𝑇𝑇 is the total heat, 𝑘𝑘𝑒𝑒𝑒𝑒𝑒𝑒 is the effective thermal conductivity, 𝐴𝐴 is the cross-

sectional area of the elementary control volume perpendicular to the direction of the heat 

flux, L is the length of the elementary control volume in the direction or opposing the heat 

flux, and ∆𝑇𝑇 is the total change in temperature in the elementary control volume. 

Weinbaum and Jiji [355] utilized this concept to model the heat transfer from the tissue 

and blood vessels into the following model: 

 
𝜌𝜌𝑡𝑡𝑐𝑐𝑡𝑡

𝜕𝜕𝑇𝑇𝑡𝑡
𝜕𝜕𝜕𝜕

= ∇ ⋅ �𝑘𝑘𝑒𝑒𝑒𝑒𝑒𝑒∇𝑇𝑇𝑡𝑡� + 𝑞𝑞𝑚𝑚 (11) 

 
𝑘𝑘𝑒𝑒𝑒𝑒𝑒𝑒 = 𝑘𝑘𝑡𝑡 �1 +

𝑛𝑛𝜋𝜋2𝑅𝑅2𝑘𝑘𝑏𝑏2𝑃𝑃𝑃𝑃2

4𝜎𝜎𝑘𝑘𝑡𝑡2
� (12) 

 
𝑃𝑃𝑃𝑃 =

2𝜌𝜌𝑏𝑏𝑐𝑐𝑏𝑏𝜔𝜔𝑏𝑏(𝑥𝑥,𝑦𝑦, 𝑧𝑧)
𝑘𝑘𝑏𝑏

 (13) 

where 𝑛𝑛 is the total number of vessels crossing each other in a unit surface area in a given 

geometry, 𝑅𝑅 is the vessel radius, 𝜎𝜎 is a shape factor relating the cross-section of the given 

geometry, and 𝑃𝑃𝑃𝑃 is the dimensionless Peclet number. This gives the effective thermal 

conductivity to be rewritten as 𝑘𝑘𝑒𝑒𝑒𝑒𝑒𝑒 = 𝑘𝑘𝑡𝑡[1 + f(𝜔𝜔𝑏𝑏 ,𝜎𝜎)], where f(𝜔𝜔𝑏𝑏 ,𝜎𝜎) is function that 
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depends on the local blood perfusion rate 𝜔𝜔𝑏𝑏 and local vasculature structure 𝜎𝜎. Another 

version of this model was developed by Rojas-Altamirano et al. [359] for a tissue domain 

that was assumed to be a porous medium. Their effective thermal conductivity model 

incorporated the structure of their porous medium tissue domain. This was done by 

including the pore size and fractal scaling method in order to conduct numerical 

simulations using the Monte Carlo simulation method [364–366]. Both these effective 

thermal conductivity models showed the possibility to utilize an accurately simplified 

model given some information on the vasculature structure within a tissue domain. The 

issue is that this information is crucial for the model and cannot be modeled otherwise. 

2.2.2 Thermal Characteristics of Breast Cancer 

In 1956, Lawson [162] conduct a study on 26 patients with proven breast cancer where 

temperature measurements were taken of the breast with cancer and the contralateral 

healthy breast. Temperature measurements of the surface using thermocouples were taken 

near the tumor and at a mirroring location within the contralateral breast. The author 

reported that the average, maximum, and minimum rise in temperatures due to the presence 

of a tumor were found to be 2.27 °C, 3.5 °C, and 1.3 °C, respectively. This lead Lawson 

and Chugtai [165] to further investigate the thermal effects of breast cancer on the breast 

surface and its correlation to tumor  malignancy. on additional women with proven 

malignant and benign tumors. The authors found that patients with malignant tumors had 

an average temperature increase of 2 °C while patients with benign tumors had an average 

temperature increase of 0.19 °C. This showed the potential of utilizing surface temperatures 

to determine malignancy and the presence of breast cancer. In the late 1960s, researchers 

were showing the potential in utilizing IRI to obtain the thermal properties of human tissue 
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and saw potential in extending this work to breast cancer [195–197]. Also, some 

researchers were showing that an increase in vascularity appearing in a thermogram was a 

secondary indicator of the presence of breast cancer [339,340,367]. This increase in 

vascularity was due the tumor and its microenvironment generated through tumor 

angiogenesis feeding from the surround blood vessels [44,368,369]. This led researchers 

to investigate the thermal characteristics of breast tumors that influenced the thermal 

profiles captured in IRI through heat transfer experiments in live tissue. 

One researcher that was able to conduct various experiments on patients and obtain 

numerous amount of insight on the thermal characteristics of breast cancer was Gautherie 

[112–114]. He conducted a 16-year-long clinical and fundamental study to find 

thermopathological correlations of breast tumors using IRI and thermal experiments. In the 

study, 85,000 symptomatic women were recruited for mass screening where all patient 

information and history were obtained. Each patient underwent physical, thermographic, 

and mammographic examinations as well as additional testing and surgeries when 

prompted. In the patient group, there were approximately 6,600 diagnosed breast cancer 

cases which were treated by specialists. Any patients with a benign diseases or flagged 

abnormality by any of the examinations were carefully monitored and reexamined 

periodically. Some of the patients with cancer (418 cases) were selected for further testing 

that consisted of in situ internal thermal measurements of the breast, or intramammary 

thermal measurements. These patients were separated into three groups with each group 

going through tumoral and peritumoral thermal measurements but at specific procedures. 

The first group with 236 cases went through a single series of measurements before 

obtaining any treatment. The second group with 128 cases went through multiple 
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measurements to capture the natural evolution of the cancer. This group went through this 

procedure due to patients either refusing treatment or having external factors that prevented 

them from obtaining treatment. The last group with 54 cases went through multiple 

measurements while going through treatment to study the effect of treatment on the thermal 

measurements. The tumor sizes for the 418 cancer cases were in the Tis, T1, or T2 stages 

and ranged from 0.6 cm to 4.1 cm.  

The thermal measurements were conducted in the breast with cancer and the contralateral 

healthy breast using a sterile 0.8 mm diameter fine-needle thermoelectric probe. Due to the 

low thermal capacity of the needle, there was no disruption in measurements which was 

further proven though histological studies and experimentation on rheoelectrical phantom 

models. These models were hemispherical breast models that mimicked the breast 

structure, thermal characteristics, external heat exchange, and vascularity as seen in breast 

cancer. The thermal measurements were implemented through an ethical clinical 

agreement and were limited by the length and fragility of the needle. Patients were given 

local skin anesthesia and measurements were taken at approximate symmetrical locations 

in both breasts. The measurements were taken about every 5 mm interval for a maximum 

depth of 65 mm, the probe length. Two types of thermal measurements were obtained in 

each patient: temperature measurements and effective thermal conductivity measurements. 

The temperatures of the tumor were shown to be significantly higher than the venous and 

arterial blood temperatures in each patient case. The effective thermal conductivity 𝜆𝜆𝑒𝑒 

considers both the tissue conduction and the convection due to capillary vessels, assuming 

the heat flow is isotropic. Both in vivo and in vitro 𝜆𝜆𝑒𝑒 measurements were taken of each 

breast (cancerous breast and healthy breast). The values of 𝜆𝜆𝑒𝑒 was dependent on the breast 
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density which was classified into three categories: fat, fibrous, or glandular. Table 7 shows 

the values recorded for the mean values of 𝜆𝜆𝑒𝑒 for the various breast tissue types in healthy 

and cancerous tissue obtained in vivo and in vitro. In addition to thermal measurements, 

the surface temperature distribution of each of patients’ breasts were captured using IR 

thermography and liquid crystal thermography. Thermography was utilized to conduct 

qualitative analysis on thermovascular patterns on any region of interest on the surface of 

the breast. Quantitative evaluations of temperature differences in local areas of 

hyperthermia were also obtained and compared with the contralateral breast.  

Table 7. Mean effective thermal conductivity value of different tissue types measured in both 
healthy and cancerous breast in vivo and in vitro, replicated from Gautherie [112–114]. 

Tissue Type 
Healthy Breast  

[W/m-K] 
Cancerous Breast  

[W/m-K] 
in vitro in vivo in vitro in vivo 

Fat 0.120 0.171 - - 
Fibrous 0.253 0.286 - - 
Glandular 0.322 0.370 - - 
Cancerous - - 0.280 0.511 

 
Figure 11 shows some of the thermal measurement results for all three groups. Figure 11a 

shows that the presence of the tumor generated an increase in the temperature and effective 

thermal conductivity when compared to the contralateral healthy breast. This was shown 

regardless of the cancer type as results were captured for ILC case and IDC cases. The 

results showed that the healthy tissue measured temperature gradually increases with the 

depth into the breast tissue, but a major spike in temperature can be seen when a tumor is 

present. Similarly, the effective thermal conductivity is approximately constant in a healthy 

breast while the introduction of a tumor gives an abnormal increase in its vicinity. This 

increase in effective thermal conductivity value was correlated to an increase of blood 

supply from the tumor region, or hypervascularization. This is due to the 
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physiopathological concept that an increase in blood supply from the tumor is due to an 

increase in metabolism [38,39]. From the second group, the results showed that the 

distribution in temperature and effective thermal conductivity increased as the tumor grew. 

Figure 11b shows the progression of a tumor for a patient with lobular cancer for 

measurements taken about a month apart. As tumor grows to about 20 mm, the effective 

thermal conductivity value begins to drop in the region inside the tumor. This has to do 

with larger tumors becoming necrotic and growing in a shell-like manner. Figure 11c 

shows the measured results from the last group which investigated the effect of treatment 

on the temperature and effective thermal conductivity. As the results showed, the treatment 

helped reduce the tumor size and decrease the thermal measurement values. From this 

study, it was concluded that a tumor can be considered a highly perfused and metabolically 

active heat source that highly effects the surrounding tissue. The next step was to calculate 

the metabolic heat production and obtain a correlation from the collected data. 
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Figure 11. Measured temperatures and effective thermal conductivity for (a) healthy and 
cancerous breast comparison, (b) tumor progression, and (c) treatment monitoring, replicated 

from Gautherie [113]. 
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The metabolic heat production (𝑞𝑞∗) was further evaluated throughout the period of tumor 

evolution with the rate of growth, the doubling time (DT), and was recorded for 128 

patients that had tumor sizes of 0.6-4.1 cm. It was observed that during growth the 

metabolic heat production changed with the the DT, as shown in Fig. 12. This indicates 

that the faster a tumor grows, more heat is generated and similarly the slower it grows, less 

heat is generated. As shown by the figure, the DT ranged from 49-676 days with metabolic 

heat production going from 68 − 3.8 × 10−3 W/cm3. For fast growing tumors the DT ≤

 150 days have a metabolic heat production 𝑞𝑞∗ ≥ 20 × 10−3 W/cm3, and for slow growing 

tumors the DT ≥  250 days have a metabolic heat production 𝑞𝑞∗ ≤ 10 × 10−3 W/cm3. 

Also, it was observed that this relationship between DT and metabolic heat production 

applied to malignant tumors in the range from~10 mm to 50 mm. This correlation can be a 

helpful tool to obtaining DT when knowing the metabolic heat production at the time of 

diagnosis. This shows the ability of utilizing the thermal characteristics of a tumor to 

provide key information about the tumor such as the size and DT. Additionally, these 

factors showed the possibility of detecting cancer through a thermal perspective and that 

thermography may be the key tool to aid in this effort. 
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Figure 12. Plot of the hyperbolic law relation between the metabolic heat production and the 
tumor doubling time, replicated from Gautherie [112–114]. 

 
2.2.3 Bioheat Transfer Studies in Different Breast Geometries 

Utilizing the thermal characteristics of metabolically active highly perfused malignant 

tumors and the aiming to conduct noninvasive studies, encouraged researchers to conduct 

bioheat transfer modeling of breast cancer. Bioheat transfer modeling of breast cancer has 

been studied extensively with the use of computational methods, Pennes’ bioheat equation, 

and various types of breast geometry models [116,118,120,142,148,370]. There are two 

main methods that have utilized for bioheat transfer modeling of breast cancer: finite 

difference methods (FDM) or finite volume methods (FVM) [334,371] and physics-

informed neural networks (PINNs) [372]. There are various commercial and open-source 

software such as ANSYS Fluent and OpenFOAM, respectively, that utilize FDM and FVM 

for computational fluid dynamics (CFD) and numerical heat transfer modeling. For 

physics-based AI modeling through PINNs, in-house algorithms have been developed to 

conduct various heat transfer problems [144,373,374]. Kandlikar et al. [116] and 
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Mashekova et al. [148] have conducted in depth literature reviews on the topic of bioheat 

transfer of breast cancer and have shown that there are three types of breast geometries that 

have been utilized: (a) idealized, (b) realistic, and (c) patient-specific breast geometries. 

Further details of each breast geometry type are discussed below. 

a. Idealized Breast Geometries 
The idealized breast geometries are simplified models in the form of hemispherical and 

cartesian models. These models can be easily generated using any computer aided design 

software or through any numerical scheme as the important factors of these geometries 

relate to the size and the placement of the tumors. Figure 13 and 14 show examples of the 

hemispherical and cartesian models utilized in literature, respectively. There are two types 

of hemispherical models which are concentric (Fig 13a) and non-concentric (Fig 13b) 

hemispherical models. The first hemispherical model was developed by Osman and Afify 

[375] to conduct bioheat transfer modeling in a healthy breast. Their model was a three-

dimensional (3D) concentric hemisphere with 4 concentric layers made up of skin and 

areola layer, fat layer, muscle layer, and core layer, as shown in Fig. 13a. The bottom of 

the hemisphere was assigned a constant temperature, or isothermal, boundary condition 

and the top surface was set to a convection boundary condition. The authors utilized a 

countercurrent bioheat model similar to Wulff [342] which added convective heat transfer 

terms to model the effects of the thermal exchange between the blood vessels and tissue at 

the fat and muscle layers. The perfusion rate was modeled as a non-homogenous 

distribution due to the different layers and thermal exchange. The thermal properties and 

boundary condition values were obtained from previous studies including experimental 

studies conducted from Pennes [330] and Keller [376]. The thermal distribution on the 

surface showed agreement with the temperatures captured of a healthy with an IR camera. 
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The authors extended their work to model breast cancer utilizing values obtained from 

Gautherie’s experiments [377]. Their results showed good agreement with experimental 

data and their model was able to capture the effect of the different layers on the temperature 

distribution. However, the addition of layers created a non-homogeneous distribution with 

larger temperature gradients near the surface. Furthermore, the assumptions made on the 

bioheat transfer model added to the to the uncertainties of utilizing this concentric model 

for breast cancer as there was a lot of debate on the use of the countercurrent model. 

Although their model was not as commonly used for bioheat transfer modeling of breast 

cancer, the boundary conditions, thermal properties, and the hemispherical breast shape 

were utilized by others. More importantly, their model inspired Sudharsan et al. [378] to 

develop the non-concentric hemispherical model shown in Fig. 13b. This model reduced 

the number of layers from 5 to 4 removing the skin layer and added a gland layer that made 

up the majority of the breast. The authors utilized the same boundary conditions from 

Osman and Afify [377], but did not utilized the countercurrent bioheat model or the non-

homogeneous perfusion rate distribution. Their model has been widely used in various 

work due to the surface temperature distribution coming in close agreement with available 

experimental data [379]. However, the symmetric nature of the hemisphere creates 

symmetric temperature distributions that disagree with the experimental data. The breast is 

a more complex curved shape than what is depicted in a hemispherical mode. Regardless 

of this fact, this model has been extensively utilized by various researchers to conduct 

parametric studies and inverse modeling to better understand the effect of the tumor on the 

heat transfer within the breast. The parametric studies have shown that the tumor depth and 

size have the most significant impact on the surface temperature distribution [116,148,380–
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382]. Several studies on the effect of the heat transfer coefficient and cold stress on the 

thermal contrast have aided in obtaining the appropriate boundary condition for the 

respective IRI case comparison [383]. 

 

Figure 13. Example (a) concentric and (b) non-concentric hemispherical models developed by  
Osman and Afify [375] and Sudharsan et al. [378], respectively, and utilized in various 

literature. Geometries were redrawn and adapted from [116]. 

  
The cartesian models are rectangular models with one or more layers. A 2D cartesian model 

(Fig. 14a) was first developed by Zhang [384] to conduct bioheat transfer modeling of 

breast cancer using their developed Lattice Boltzmann method. Their model assumed an 

adiabatic boundary condition at the side walls representing the heat transfer to the 

connecting tissue, a convective boundary condition at the top wall representing the surface 

of the breast exposed to the atmosphere, and an isothermal boundary condition representing 

the constant temperature from the chest wall. The dimensions of the 2D cartesian domain 

were 10 cm wide by 5 cm long and with the tumor modeled as a square of size 1.25 cm. 

The author utilized the principles obtained from Gautherie [112–114] to model the tumor 

with higher perfusion and metabolic heat generation using the a steady-state Pennes’ 

bioheat equation. Later, Amri et al. [385] developed a 3D cartesian model with two layers 



60 
 

and a spherical tumor. The authors also utilized the steady-state Pennes’ bioheat equation 

but derived the metabolic heat generation value as a function of the tumor diameter based 

on the findings from Gautherie [112–114]. They utilized the following relationships to 

obtain the metabolic heat generation in terms of the tumor size: 

 𝑑𝑑𝑡𝑡 = 0.01 × exp[0.00213(DT)] (𝑚𝑚) (14) 

 𝑄𝑄𝑚𝑚 × DT = 3.27 × 106 (𝑊𝑊 ∙ 𝑑𝑑𝑑𝑑𝑑𝑑/𝑚𝑚3) (15) 

where 𝑑𝑑𝑡𝑡 is the tumor diameter, DT is the doubling time in days, and 𝑄𝑄𝑚𝑚 is the metabolic 

heat generation. These cartesian models have been utilized extensively in parametric 

studies and inverse modeling due to their ease of use and computational efficiency 

[116,148,385,386]. However, they do not give a good representation of the breast shape 

and have not been validated with experimental data unlike the hemispherical models. 

 

Figure 14. Examples of cartesian (a) 2D and (b) 3D models utilized in literature, redrawn and 
adapted from [116,118]. 
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b. Realistic Breast Geometries 
In response to the need for more accurate modeling of the breast, several researchers 

utilized several tactics to generate realistic breast geometries. Figueiredo et al. [387] 

developed a 2D realistic model shown in Fig. 15 by utilizing the outlines from an anatomy 

breast illustration from [388]. Their model incorporated layers similar to the non-

concentric hemispherical models to separate the fat and skin tissue layers, as well as the 

lymph node, the milk ducts, and lobules. The authors utilized the steady-state Pennes’ 

bioheat equation with thermal physical properties specific to each layer and biological 

region. The tumor was modeled to be highly perfused with a high metabolic heat generation 

using Gautherie’s principles [112–114]. Additionally, cases were conducted where the 

tumor was placed in the lobular and milk duct regions to simulate lobular and ductal 

carcinomas, respectively. Although this model gave a more accurate representation of the 

breast with tumors being placed at accurate locations, this model has to be validated against 

experimental data or other studies. Additionally, the breast being a 3D object may play a 

bigger role in the temperature distribution which cannot be depicted in this 2D model. This 

method was utilized by Barros and Figueiredo [389] to generate 3D geometries based on 

the 2D outlines. A glandular tissue region replaced the area where the lobules and milk 

ducts were previously modeled given a more simplistic approach. However, the exact 

method utilized to generate these 3D models is unknown and the breast geometry is 

symmetric about the xy-plane. This symmetry may play a major role in the temperature 

distribution similar to the hemispherical models, but further studies are needed to 

understand its effects. Jiang et al. [390] developed a 3D realistic model generated by 

deforming a concentric hemispherical breast due to gravity, as shown in Fig. 15b. The 

authors conducted an anisotropic Pennes’ bioheat transfer model with the tumor being 
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modeled with a higher perfusion rate and metabolic heat generation than the rest of the 

breast. The boundary conditions and thermal properties utilized in hemispherical models 

were utilized. The deformation of the breast was conducted using nonlinear elastic 

deformation model that was coupled with the thermal model using the concentric 

hemispherical model developed by Osman and Afify [375,377]. The deformation of the 

breast helped show the asymmetric temperature distribution with a warmer region in one 

end and a colder region on the other end of the breast. This temperature distribution was in 

agreement with the temperature distribution observed in IR images from previous 

experiments [379]. However, further clarification is needed on the temperature distribution 

due to the coupling of the deformation with the thermal model. Furthermore, validation of 

the breast shape is needed to ensure their coupled model generates an accurate breast 

model. Other methods that have been utilized by researchers to generate realistic breast 

models have been through the breast outlines from IR images [145,391] and 3D scans, or 

traces, of breast mannequins [147,392–394]. The methods that utilized the IR images gave 

complex symmetric 3D models similar to the one discussed by Barros and Figueiredo 

[389], which has yet to be validated. The 3D scans of mannequins show great promise as 

the actual breast shape can be utilized for bioheat transfer modeling, but this method limits 

the breast sizes and shapes that can be imaged for comparison. 
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Figure 15. Example of realistic 2D (outline of breast from anatomic breast illustration) and 3D 
(deformed hemisphere due to gravity) models utilized in literature, redrawn and adapted from 

[387,390]. 

 
c. Patient-Specific Breast Geometries 

Patient-specific breast geometries are breast geometries of patients obtained using patient 

images with 3D reconstruction techniques or 3D scanners. Gonzalez-Hernandez et al. [395] 

developed a method to generated patient-specific digital breast models using MRI slices, 

image registration, and 3D reconstruction. The steady-state bioheat model was utilized with 

similar boundary conditions and thermal properties utilized in literature. The tumor was 

modeled with higher perfusion rate and metabolic heat generation than the surrounding 

tissue. The authors did not utilized multiple layers as these layers played little to no effect 

on the total heat transfer [116,118,120]. Also, the authors did not model a physical tumor 

like most breast geometry models of breast cancer. The tumor heat source was added 

numerically by assigning the tumor characteristics to tumor spherical region of size 𝑑𝑑𝑡𝑡. The 

temperature distributions were compared against experimental data as well as with clinical 

IR images and showed great results [150,396]. Lozano et al. [397] and Mukhmetov et al. 
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[154] both utilized 3D scanners to generate patient-specific breast geometries for bioheat 

transfer modeling. Their methods showed the usefulness of conducting studies with 

patient-specific models and the validity of their model by comparing their results to the 

patient’s IR images. Both patient-specific geometries utilized layers within their models, 

but only Lozano et al. [397] modeled the actual tumor topography as well as used a steady-

state bioheat model. Mukhmetov et al. [154] modeled the tumor as a sphere while also 

conducting a transient simulations. Regardless of the method, patient-specific geometries 

are able to encapsulate the thermal effects on the complex geometries and should be utilized 

to conduct any thermal study including inverse modeling. 

2.2.4 Inverse Heat Transfer Modeling of Breast Cancer 

In relation to breast cancer detection, inverse heat transfer approaches utilizing the bioheat 

transfer models and IRI data have shown great promise in the detection of tumors. 

Researchers have utilized traditional finite element methods [149,150,387,391] and AI-

based [144,145,147,154,398–400] algorithms to conduct inverse modeling. Figueiredo et 

al. [387] showed that a finite element-based inverse heat transfer approach has the ability 

to localize tumors in a realistic 2D breast model. The authors generated surface 

temperatures using thermal modeling for a 3 mm DCIS tumor in the anterior region, a 3 

mm DCIS tumor in the posterior region, a 10 mm IDC tumor in the anterior region, and a 

10 mm ILC tumor in the posterior region. Their algorithm utilized the temperature 

difference between the breast model with a tumor and a breast model without a tumor 

(healthy breast) to conduct inverse modeling to obtain the tumor centers. These tumor 

centers are the x- and y- coordinates of the tumor location within the breast model. This 

work showed great promise in utilizing inverse heat transfer to detect breast tumors within 
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a breast geometry. However, due to the breast being a 3D object with no exact symmetry, 

a method is needed that utilizes 3D patient-specific breast models. Additionally, the 

metabolic heat generation rate utilized for the tumors did not correlate with the findings of 

Gautherie [112–114], especially for the 3mm tumor cases. Gautherie’s [112–114] model is 

utilized to obtain the metabolic heat generation rate of a tumor through its diameter size 

for tumors in the range 10-50 mm. The exact values for the metabolic heat generation rate 

of tumors < 10 mm are not known and require further investigation. Finally, this method 

utilized simulated ground truth data instead of actual IR data to conduct the inverse 

modeling.  

In a similar manner, Hossain and Mohammadi [399] utilized a generative algorithm (GA), 

AI-based method, to conduct inverse modeling on 3D breast models utilizing bioheat 

modeling. Similar to Figueiredo et al. [387], thermal modeling of breast cancer was 

conducted to obtain ground truth surface temperature data to utilize with their GA. Their 

method predicted tumor depth, tumor radius, and the metabolic heat generation of the 

tumor. Although their work showed great results, they utilized 3D hemispherical breast 

models to conduct the thermal simulation instead of 3D patient-specific breast models. 

Also, similar to Figueiredo et al. [387], they did not utilize IR temperature data to conduct 

their inverse modeling. Conversely, Saniei et al. [400] utilized IR images with bioheat 

transfer modeling and Gautherie’s experimental findings [112–114]) with a dynamic neural 

network, AI-based method, for inverse modeling. Their algorithm was able to estimate the 

tumor size and depth using the IR temperatures that were correlated with bioheat transfer 

modeling. Although their work showed great promise in utilizing IR temperatures to 

predict the presence of breast tumors, the IR images were taken in the upright position. 
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This could mean that tumors hidden in the inframammary fold could be missed, as this 

under region is not imaged. This shows the need for a method that can utilize the IR 

temperatures of patients to accurately predict the presence of tumors. Additionally, the 

method should be able to indicate the absence of breast cancer. This would allow for IRI 

to be evaluated for its efficacy to detect the presence and absence of breast cancer. 

2.3 Clinical IRI Patient-Specific Breast Cancer Detection 

Inverse heat transfer approaches utilizing bioheat transfer modeling have been shown to be 

effective and accurate methods for detecting the presence of breast cancer using IRI and 

patient-specific breast models [149,150]. Through a collaborative study between Rochester 

Institute of Technology (RIT) and Rochester General Hospital (RGH) a computerized IRI 

program for the detection and localization of breast cancers was created called the IRI-

numerical engine. This collaborative study started under an Institutional Review Board 

(IRB) on March of 2018, where thirty biopsy-proven breast cancer patients were imaged 

with IRI in the prone position with seven patients being analyzed by the program 

[149,150,396,401]. This program utilized a method for creating patient-specific digital 

breast models from the MRI images, a numerical simulation of the heat transfer within the 

breast, image processing techniques, and an inverse heat transfer approach. Gonzalez-

Hernandez et al. [395] conducted numerical thermal simulations of breast cancer using 

Pennes’ bioheat equation [330] and Gautherie’s experimental findings [112–114]. An 

example of a patient-specific digital breast mode and the thermal simulation associated 

with a breast tumor on the model is shown in Fig. 16. Using this method to create patient-

specific digital breast models and simulating a cancerous breast, an inverse heat transfer 

approach was used with IRI images to detect and localize a tumor [150]. In this method, 
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computed temperature images of the simulated model were obtained and compared with 

corresponding IRI images through image registration and an iterative inverse heat transfer 

approach. 

 

Figure 16. Example of (a) patient-specific digital breast model and (b) thermal simulation of 
breast cancer. 

 
The inverse heat transfer approach utilized the Levenberg-Marquardt algorithm (LMA) 

[402] which minimized the objective function: 

 S(𝜷𝜷) = ‖𝑻𝑻𝐼𝐼𝐼𝐼 − 𝑻𝑻(𝜷𝜷)‖ (16) 

 𝜷𝜷 = [𝑑𝑑𝑡𝑡 𝑥𝑥𝑡𝑡 𝑦𝑦𝑡𝑡 𝑧𝑧𝑡𝑡] (17) 

where S is the objective function dependent on the tumor parameter vector 𝜷𝜷, 𝑻𝑻𝐼𝐼𝐼𝐼 is the IR 

surface temperature, and 𝑻𝑻 is the surface temperature from the thermal simulation 

dependent on the tumor parameter vector 𝜷𝜷. The tumor parameter vector 𝜷𝜷 (Eq. 17) 

contains the tumor diameter 𝑑𝑑𝑡𝑡 and tumor center coordinates (𝑥𝑥𝑡𝑡,𝑦𝑦𝑡𝑡, 𝑧𝑧𝑡𝑡). Minimization of 

the objective function is conducted through the gradient descent method applied to the 

tumor parameter through the following: 
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 𝜷𝜷𝑛𝑛+1 = 𝜷𝜷𝑛𝑛 + [(𝑱𝑱𝑛𝑛)𝑇𝑇𝑱𝑱𝑛𝑛 + 𝜂𝜂𝑛𝑛𝛀𝛀𝑛𝑛]−1(𝑱𝑱𝑛𝑛)𝑇𝑇[𝑻𝑻𝐼𝐼𝐼𝐼 − 𝑻𝑻(𝜷𝜷𝑛𝑛)] (18) 

 𝛀𝛀 = 𝑑𝑑𝑑𝑑𝑑𝑑𝑑𝑑(𝑱𝑱𝑇𝑇𝑱𝑱) (19) 

 
𝑱𝑱 = �

𝜕𝜕𝑻𝑻(𝜷𝜷)
𝜕𝜕𝜷𝜷

�
𝑇𝑇

 (20) 

where the indices 𝑛𝑛 and 𝑛𝑛 + 1 refer to the current and updated values of the tumor 

parameter 𝜷𝜷,  𝑱𝑱 is the Jacobian matrix with respect to the tumor parameter vector 𝜷𝜷, 𝛀𝛀 is a 

diagonal matrix made using the Jacobian matrix, and 𝜂𝜂 is a dampening parameter. The 

algorithm takes the tumor parameter vector 𝜷𝜷𝑛𝑛+1 to obtain the surface temperature 

𝑻𝑻(𝜷𝜷𝑛𝑛+1) that is utilized in the object function for comparison with the given IR surface 

temperature 𝑻𝑻𝐼𝐼𝐼𝐼. If the objective function tends to zero, or to a given convergence value, 

then there is a match between temperatures and the algorithm gives the final tumor 

parameter vector. This convergence value 𝜀𝜀1 is compared to the objective function by 

checking to see if S(𝜷𝜷𝑛𝑛+1) < 𝜀𝜀1. In addition, other stopping criteria are imposed such as 

the algorithm stopping when a maximum number of iterations is reached (𝑛𝑛 > 𝑛𝑛𝑚𝑚𝑚𝑚𝑚𝑚) or 

when the difference between the tumor parameter vectors is small (‖𝜷𝜷𝑛𝑛+1 − 𝜷𝜷𝑛𝑛‖ < 𝜀𝜀2). 

This is implemented to obtain the best estimates and to prevent the algorithm from running 

without termination due to the ill-posed nature of the problem. Figure 17 shows the flow 

chart for the inverse heat transfer approach for breast cancer detection using IRI data. 
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Figure 17. Flowchart showing the process for the inverse heat transfer approach for breast 
cancer detection [150]. 

 
The inverse heat transfer approach was validated with seven biopsy-proven breast cancer 

patients [149,150]. The results from the studies were in the form of computed surface 

temperatures which were compared with the IR images of the patient. Figure 18a shows an 

example of the comparison between the IR images and the computed surface temperatures, 

also known as the IRI results. Figure 18b shows the overall results of this study, which 

shows that the inverse heat transfer approach was able to capture the presence of a tumor 

for all cases. Not shown in these figures is the ability of the algorithm to detect the absence 

of a tumor in a healthy breast. For each patient, both breasts were imaged and modeled 

using the methods by Gonzalez-Hernandez et al. [395]and were categorized as left (L) or 

right (R). This category was based on the patient’s orientation such that their right breast 

is the breast on their right side of their body, and not based on the common medical 
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nomenclature for viewing of patient images. Therefore, the results of the two patients 

shown in Fig. 18a are of patient 1 left breast and patient 7 left breast, which means the 

contralateral breasts, patient 1 right breast and patient 7 right breast, have no tumor and are 

labeled as the healthy breasts. As Fig. 18b shows, patient 6 was detected to have cancer in 

both their left and right breasts, or in other words having bilateral breast cancer. This study 

has shown great promise of the use of IRI as a reliable, accurate, and noninvasive breast 

cancer screening modality. Further studies of the remaining patients are currently under 

investigation and will be described in the upcoming chapter. 
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Figure 18. Validation results for the inverse heat transfer approach through (a) qualitative 
comparisons of surface temperature distributions, and (b) quantitative comparisons of the 

predicted tumor size to actual size from MRI [149,150]. 
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2.4 Research Needs 

The work by Gautherie [112–114] has shown the need to investigate breast cancer detection 

through a thermal perspective. Previous methods to investigate the presence of cancer have 

been empirically driven regardless of the use of advanced AI techniques. Incorporating the 

thermal characteristic findings from Gautherie with bioheat transfer modeling shows the 

ability to conduct noninvasive investigation of breast cancer using IRI. The overlying 

physics is key, but there have been too few cases of conducting further thermal 

investigation of breast cancer with accurate breast models. Additionally, few bioheat 

models have looked at further understanding the vascularity effects on the surface 

temperature and their effect on detection. Previous investigations of vasculature have only 

been through empirical methods. The preliminary collaborative study, described in Section 

2.3, for breast cancer detection using the inverse heat transfer approach has shown great 

promise in the creation of a noninvasive breast cancer detection system. The algorithm was 

able to detect the presence of a tumor for all patients and the absence of a tumor in the 

healthy breast regardless of cancer type, breast density, tumor size, and tumor depth. 

However, several patients are left to be tested with this approach and there is a need to 

optimize the algorithm to be able to conduct a larger study. With a larger data sample, the 

thermal characteristics of breast cancer can be analyzed in various patients. This shows that 

the tools are in place for conducting further analysis for this inverse heat transfer approach 

with IRI as well as conduct further thermal analysis of breast tumors on the breast surface 

temperature. 
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2.5 Objectives 

The overall objectives of this study are to develop and validate an accurate and efficient 

methodology to analyze infrared surface temperatures of a patient’s breast for detecting the 

presence of a malignant tumor. In order to use it as a screening tool, it is also expected to 

indicate if there is no malignant tumor present in non-cancerous breasts. The effect of 

vasculature on tumor detection will also be established. Another objective of this study is 

to evaluate the detectability limits for detecting cancer as a function of geometric and 

physiological factors of the breast. The final objective is to determine the thermal effects 

of tumor angiogenesis and breast vascularity in relation to early detection of breast cancer.  

These objectives are further described in more detail below. 

1. Develop an optimized and autonomous algorithm to conduct a larger clinical study 

with the inverse heat transfer approach in an efficient and timely manner. This 

includes enhancements to the previous algorithm validated against 7 biopsy-prove 

breast cancer patients. This also includes processing the additional data of 16 

patients collected from the previous study including the IR images and MRI data. 

This includes 24 breasts with cancer and 22 without cancer in contralateral breasts. 

2. Validate the developed algorithm with 23 biopsy proven breast cancer patient to 

determine the accuracy in the detection of breast cancer through an IRI inverse heat 

transfer-based approach. Comparison with tumor sizes obtained from MRI data is 

utilized to validate the developed algorithm. 

3. Establish the detectability limit of the developed algorithm and IRI detection 

process using various geometric and physiological factors that impact the bioheat 

transfer of the breast due to the presence of breast cancer. These factors include 
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breast shape, breast size, breast density, tumor size, and tumor location. The thermal 

effects of these factors on the breast surface temperature distribution and detection 

accuracy need to be quantified. 

4. Determine the impact of angiogenesis through the tumor blood perfusion on the 

heat transfer within the breast tissue. Quantify the effects of vascularity on the 

surface temperature distribution and on the detection accuracy of breast cancer 

using the developed algorithm. 
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Chapter 3: Approach 

3.1 Overview 

This chapter goes over the methods developed to conduct breast cancer detection robustly 

and efficiently, as well as the methods to study the thermal effects of breast cancer in 

patient-specific geometries. Section 3.2 goes over the patient-specific bioheat transfer 

modeling process including the data collection and patient-specific model generation that 

is the foundation for this work. Section 3.3 goes over the enhancements conducted on the 

inverse heat transfer approach utilized for breast cancer detection using IR temperatures 

packaged into the IRI-Numerical Engine (IRI-NE). This section also goes over the process 

for efficient detection workflow and validation of the algorithm with 23 biopsy-proven 

breast cancer patients. Section 3.4 goes over the detectability study conducted on the IRI-

NE to test the ability of the algorithm to detect cancers of different sizes, at different 

locations, and in any breast regardless of breast density, size, or shape. Additionally, this 

section goes over a modified version of the IRI-NE developed to work with 3D surface 

temperatures and generated patient-specific synthetic IR temperatures. Finally, Section 3.5 

goes over the methods utilized to study the effects of tissue and tumor vascularity on 

bioheat transfer modeling of breast cancer and the impact it has on the detection of breast 

cancer. 

3.2 Patient-Specific Bioheat Transfer 

The basis for this work is bioheat transfer modeling of breast cancer using patient-specific 

geometry. This work utilizes the method developed by Gonzalez-Hernadez [396] for the 

generation of patient-specific digital breast models (DBMs). These patient-specific DBMs 
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were utilized in conducting bioheat transfer modeling of breast cancer using ANSYS 

Fluent simulation software [395]. This section goes over the model generation method as 

well as the method to conduct bioheat transfer simulation in ANSYS Fluent. 

3.2.1 Clinical Setup and Imaging 

The work in this dissertation is a continuation of a collaborative study between Rochester 

General Hospital (RGH) and Rochester Institute of Technology (RIT). The work entailed 

an approved Institutional Review Board (IRB) non-invasive clinical IRI breast cancer 

detection study with biopsy-proven breast cancer patients. For this clinical study, thirty 

patients were recruited for IRI screening at RGH through an approved IRB consent 

procedure. The patients recruited for this clinical study were woman over 40 years old with 

BIRADS 4 or 5 from initial mammography screening or with detected abnormalities 

through physical examinations. Prior to biopsy, MRI images of the breasts for each patient 

were taken in the prone position under an IRB approved protocol. Pathology reports were 

collected at RGH, and all patient data was de-identified as per the approved IRB protocol. 

Multi-view IR images were captured of each breast in the same prone position as MRI for 

each patient using an inhouse imaging system and a sturdy retrofitted imaging table with a 

23 cm hole developed by Owens [401]. The IR images were captured with a FLIR SC6700 

IR camera with a thermal sensitivity of < 20 mK and 640x512 pixel resolution. The images 

were captured at 45° intervals around a single breast for 8 views at a 25° vertical tilt starting 

after 10 minutes of acclimation time. This allowed for the surface temperature of the breast 

to reach a steady-state condition. Figure 19 shows an illustration of the imaging procedure 

and example IR images of a patient in the prone position after 10 minutes of acclimation. 
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Further details of the imaging protocol and clinical study can be found in Recinella et al. 

[149]. 

 

Figure 19. Depiction of IRI image capture of patients in the prone position with an (a) 
illustration of the camera position for imaging, and (b) an example set of IR images of a patient’s 

left breast in the same positions. 

 
In this work, twenty-three patients were utilized for breast cancer detection analysis due to 

two main factors: (i) MRI data was available and (ii) IR images of each breast were 

available. For six patients in the thirty-patient cohort, MRI data was either corrupted or not 

available, but IR images were available. For one patient, MRI data was available but only 

IR images of one breast were available. Table 8 shows the pathology report for the twenty-

three patients that were analyzed in this work. The first seven patients were previously 

utilized by Gonzalez-Hernandez et al. [150] to validate the inverse heat transfer breast 

cancer detection approach. These patients were utilized to verify and validate the work 

developed in this dissertation. The remaining sixteen patients were utilized to further 

validate the proposed work. There was a total of 24 breasts with cancer, with one patient 

having bilateral breast cancer, and 22 breasts without cancer. The patient cohort showed 
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four different breast densities (PF, SF, HD, and ED) and five different cancer types (ADH, 

DCIS, LCIS, IDC, and ILC). The tumor grade varied from 1-3, with one patient having an 

unknown grade (patient 18), and the tumor depth ranged from 0.95 cm – 5.45 cm. 

Table 8. Clinical patient data collected from pathology reports at RGH for twenty-three patients. 

Patient Age *BWT Breast 
Density 

Tumor 
Grade 

Cancer 
type 

Tumor 
Depth [cm] 

Previous Validated Cases 
1 60 R HD 2 DCIS 1.18 
2 70 R SF 2 IDC 2.14 
3 71 R PF 1 IDC 2.26 
4 68 R SF 3 IDC 2.93 
4 68 L SF 1 ILC 2.72 
5 51 R SF 2 IDC 0.95 
6 67 L SF 1 IDC 2.40 
7 67 L SF 1 IDC 2.28 

New Cases 
8 62 L PF 3 ILC 5.45 
9 46 R HD 2 IDC 2.96 
10 48 R SF 1 IDC 2.23 
11 64 R PF 1 IDC 4.95 
12 68 L HD 1 ADH 2.91 
13 68 L SF 3 IDC 2.43 
14 70 R SF 3 IDC 3.76 
15 42 R HD 3 IDC 2.42 
16 49 R SF 3 IDC 4.30 
17 70 L SF 2 ILC 2.27 
18 67 L ED X LCIS 1.29 
19 72 R SF 2 IDC 2.74 
20 72 L SF 3 IDC 1.14 
21 64 L SF 2 IDC 2.93 
22 63 L SF 2 IDC 3.90 
23 57 L SF 2 IDC 2.00 

*BWT: Breast with tumor 

 
3.2.2 Generation of Patient-Specific DBMs 

Gonzalez-Hernadez [396] developed a method to generate patient-specific DBMs from 

MRI slices of a patient’s breasts. The method utilizes image processing, 3D reconstruction, 

and computer graphic methods through various software. The MRI data went through the 

following image processing technique in ImageJ software: noise filtering, edge detection, 
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and segmentation. The ImageJ software was also utilized to conduct 3D reconstruction for 

the generation of a 3D solid geometry. The 3D geometry was then smoothened out using 

Autodesk Meshmixer and Autodesk Recap, which was then transferred to Autodesk Fusion 

to generate a 3D model comparable for ANSYS. The model was then imported into 

ANSYS SpaceClaim where the two breasts were split into their own separate geometries. 

Finally, each breast model was meshed using ANSYS Meshing with a tetrahedron cell size 

of 1.5 mm. This method did not generate any tumors or tumor outlines, but instead focused 

on the generation of the entire breast domain. Figure 20 shows an example of this process 

on a biopsy-proven patient. A detailed step-by-step process is given in Gonzalez-

Hernandez et al. [395], but an overview of the steps are as follows: 

1. Select and crop the breast with a region that connects to the chest wall in ImageJ. 

2. Conduct a median noise filtering to remove noise in ImageJ. 

3. Conduct edge detection to outline the breast shape in ImageJ. 

4. Segment the breast using the outlines in ImageJ. 

5. Generate a 3D volume geometry using the volume generation tool in ImageJ. 

6. Conduct 3D smoothening in Autodesk Meshmixer and Autodesk Recap. 

7. Format geometry into an .iges file in Autodesk Fusion. 

8. Import geometry into ANSYS SpaceClaim. 

9. Separate the breast model into two breast models in ANSYS SpaceClaim. 

10. Conduct meshing of each breast model in ANSYS Meshing. 
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Figure 20. Example of DBM generation process from MRI using the method developed by 
Gonzalez-Hernandez et al. [395]. 

 
This method was previously utilized by Gonzalez-Hernandez et al. [150] to generate 

patient-specific DBMs of seven biopsy-proven breast cancer patients for inverse heat 

transfer-based breast cancer detection. The authors conducted a mesh sensitivity analysis 

to find optimal mesh for thermal modeling of breast cancer. The authors found that an 

element size of 1.5 mm was optimal to conduct thermal modeling. The current work 

utilized this method to generate sixteen additional patient-specific DBMs for bioheat 
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transfer modeling of breast cancer and inverse heat transfer-based breast cancer detection. 

To verify the method is being conducted correctly, the DBMs of the previous seven patients 

are generated. This gives a total of twenty-three patients to be modeled and a total of fourth-

six DBMs (23 left breasts and 23 right breasts). The left breast relates to the patient’s left 

side and the right breast relates to the patient’s right side. The coordinate system is set up 

such that: the x-direction points from the left to the right side of the patient, the z-directions 

points from the head to the legs of the patient, and the y-direction points from the chest 

wall to the surface of the breast. This gives the following geometric lengths: 

 𝐿𝐿𝑥𝑥 = |𝑥𝑥𝑚𝑚𝑚𝑚𝑚𝑚 − 𝑥𝑥𝑚𝑚𝑚𝑚𝑚𝑚| (21) 

 𝐿𝐿𝑦𝑦 = |𝑦𝑦𝑚𝑚𝑚𝑚𝑚𝑚 − 𝑦𝑦𝑚𝑚𝑚𝑚𝑚𝑚| (22) 

 𝐿𝐿𝑧𝑧 = |𝑧𝑧𝑚𝑚𝑚𝑚𝑚𝑚 − 𝑧𝑧𝑚𝑚𝑚𝑚𝑚𝑚| (23) 

where 𝐿𝐿𝑥𝑥, 𝐿𝐿𝑦𝑦, and 𝐿𝐿𝑧𝑧 are the geometric lengths in the x-, y-, and z-directions, respectively. 

The geometric lengths are obtained using the domain of the DBMs, from 

(𝑥𝑥𝑚𝑚𝑚𝑚𝑚𝑚,𝑦𝑦𝑚𝑚𝑚𝑚𝑚𝑚, 𝑧𝑧𝑚𝑚𝑚𝑚𝑚𝑚) to (𝑥𝑥𝑚𝑚𝑚𝑚𝑚𝑚 ,𝑦𝑦𝑚𝑚𝑚𝑚𝑚𝑚, 𝑧𝑧𝑚𝑚𝑚𝑚𝑚𝑚). These geometric lengths were obtained for each 

DBM and each patient, which were later utilized to categorize the breast models into small, 

small-medium, medium, medium-large, and large breast models. In addition, the width 𝑊𝑊, 

height 𝐻𝐻, and length 𝐿𝐿 of the breast surface shown in Fig. 21 were obtained to solidify the 

categorization. In Fig. 21, 𝑊𝑊 and 𝐻𝐻 are the breast surface width and height, respectively, 

which were measured using the front view of the breast model. The breast surface length 

𝐿𝐿 was measured using the side view of the breast model. All breast surface measurements 

were obtained from the point of contact between the breast and the chest wall in ANSYS 

SpaceClaim after each breast was separated (step 8 from above). 
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Figure 21. Front and side views of a patient-specific DBM showing the measurement locations of 
the breast surface width W, height H, and length L. 

 
3.2.3 Bioheat Transfer Simulation Setup 

This work utilizes the method from Gonzalez-Hernandez et al. [395] to conduct bioheat 

transfer simulation of breast cancer using patient-specific DBMs in ANSYS Fluent. This 

method utilizes Pennes’ bioheat equation [330] and the fact that a tumor is a metabolically 

active and highly perfused heat source. Additionally, this method did not use different 

layers due to their effects having minimal impact on the heat transfer [395]. The Pennes’ 

bioheat equation is utilized to model the tumor heat source within the breast and the 

surrounding healthy tissue region. This gives the following governing equations: 

 𝛻𝛻 ⋅ (𝑘𝑘ℎ𝛻𝛻𝛻𝛻) + 𝜌𝜌𝑏𝑏𝑐𝑐𝑏𝑏𝜔𝜔ℎ(𝑇𝑇𝑎𝑎 − 𝑇𝑇) + 𝑄𝑄ℎ = 0 (24) 

 𝛻𝛻 ⋅ (𝑘𝑘𝑡𝑡𝛻𝛻𝛻𝛻) + 𝜌𝜌𝑏𝑏𝑐𝑐𝑏𝑏𝜔𝜔𝑡𝑡(𝑇𝑇𝑎𝑎 − 𝑇𝑇) + 𝑄𝑄𝑡𝑡 = 0 (25) 

where the subscripts ℎ and 𝑡𝑡 refer to the healthy and cancerous tissue regions of the breast. 

This governing equation has a perfusion source term and a metabolic heat generation 

source term. In the healthy region, the perfusion source term 𝜌𝜌𝑏𝑏𝑐𝑐𝑏𝑏𝜔𝜔ℎ(𝑇𝑇𝑎𝑎 − 𝑇𝑇) acts as a 
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heat sink that ensures the body is regulated mimicking the body’s circulatory system. In 

the cancerous region, the perfusion source term 𝜌𝜌𝑏𝑏𝑐𝑐𝑏𝑏𝜔𝜔𝑡𝑡(𝑇𝑇𝑎𝑎 − 𝑇𝑇) acts as an additional heat 

source due to the presence of the highly perfused tumor. The metabolic heat generation 

source terms in the healthy and cancerous regions act both as heat sources within the breast 

due to the metabolic activity of the breast tissue and tumor, respectively. However, the 

tumor metabolic heat generation source term correlates with the size of a malignant tumor 

through the following relation provided by Gautherie [112–114]: 

 
𝑄𝑄𝑡𝑡 =

3.27 × 106

468.5 𝑙𝑙𝑙𝑙(100𝑑𝑑𝑡𝑡) + 50
 (26) 

where 𝑑𝑑𝑡𝑡 is the tumor diameter in the range of 10 mm – 50 mm. Although benign tumors 

also generate heat, they are not modeled or accounted for in this work as the goal is to 

detect malignant tumors. The source terms in the healthy and cancerous regions are 

implemented in ANSYS Fluent through a user-defined function (UDF). 

The following boundary conditions were applied to the locations shown in Fig. 22 in order 

to solve Eqs. 24 and 25: 
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= 0 (27) 

 𝑇𝑇𝐸𝐸 = 𝑇𝑇𝑏𝑏𝑏𝑏𝑏𝑏𝑏𝑏 (28) 
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= ℎ(𝑇𝑇 − 𝑇𝑇∞) (29) 

where 𝒏𝒏 is the unit normal vector, 𝑇𝑇𝑏𝑏𝑏𝑏𝑏𝑏𝑏𝑏 is the core body temperature, ℎ is the heat transfer 

coefficient, and 𝑇𝑇∞ is the ambient temperature. The adiabatic boundary condition (Eq. 27) 
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was implemented on the side walls (labels A-D in Fig. 22), the constant temperature 

condition (Eq. 28) was implemented on the chest wall (label E in Fig. 22), and the 

convective boundary condition (Eq. 29) was implemented on the breast surface (label F in 

Fig. 22). The thermal physical properties utilized in this work for bioheat transfer 

simulations of breast cancer in patient-specific DBMs are shown in Table 9. These 

properties are based on established literature on bioheat transfer modeling of breast cancer 

[148,151,370] and have shown to be effective for breast cancer detection through inverse 

modeling [144,150]. For thermal modeling of the 23 patients utilized in breast cancer 

detection studies, the thermal conductivity is uniform throughout (𝑘𝑘ℎ = 𝑘𝑘𝑡𝑡) at 0.42 W/m-

K as utilized by Gonzalez-Hernandez et al. [150,395] in thermal and inverse modeling of 

breast cancer. Section 3.5.3 will explore the concept of utilized two distinct values for the 

tumor and tissue thermal conductivity. Some other thermal property values or ranges are 

dependent on the study that was conducted and are highlighted with an asterisk (*). Further 

details and justification are provided in the appropriate study and associated section. 

 

Figure 22. Labeled boundary condition locations in a patient-specific DBM utilized for bioheat 
transfer simulations of breast cancer. 
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Table 9. Thermal physical properties of breast tissue and breast cancer for bioheat transfer 

modeling [395]. 

Properties Value Unit 
Thermal conductivity of healthy tissue (𝑘𝑘ℎ) *0.1-2.0 𝑊𝑊 𝑚𝑚−1 𝐾𝐾−1 
Thermal conductivity of tumor (𝑘𝑘𝑡𝑡) *0.1-2.0 𝑊𝑊 𝑚𝑚−1 𝐾𝐾−1 
Perfusion rate of health tissue (𝜔𝜔ℎ) 1.8 × 10−4 𝑠𝑠−1 
Perfusion rate of tumor (𝜔𝜔𝑡𝑡) *1.8 × 10−4-1.8 × 10−2 𝑠𝑠−1 
Temperature of arteries (𝑇𝑇𝑎𝑎) 310 𝐾𝐾 
Specific heat of blood (𝑐𝑐𝑏𝑏) 3840 𝐽𝐽 𝑘𝑘𝑘𝑘−1 𝐾𝐾−1 
Density of blood (𝜌𝜌𝑏𝑏) 1060 𝑘𝑘𝑘𝑘 𝑚𝑚−3 
Metabolic activity of healthy tissue (𝑄𝑄ℎ) 450 𝑊𝑊 𝑚𝑚−3 
Metabolic activity of tumor (𝑄𝑄𝑡𝑡) *8,726-65,400 𝑊𝑊 𝑚𝑚−3 
Core temperature (𝑇𝑇𝑏𝑏𝑏𝑏𝑏𝑏𝑏𝑏) 310 𝐾𝐾 
Heat transfer coefficient (ℎ) 13.5 𝑊𝑊 𝑚𝑚−2 𝐾𝐾−1 
Ambient temperature (𝑇𝑇∞) 298 𝐾𝐾 

 *Thermal property value range based on literature [370]. 

3.3 Development of IRI-Numerical Engine 

Gonzalez-Hernandez et al. [150] showed the ability to detect breast cancer using surface 

temperatures from IR images and an inverse heat transfer-based approach. This work has 

enhanced and automated this approach into a package algorithm called the IRI-Numerical 

Engine (IRI-NE). This section goes over the enhancements and additions developed to 

analyze twenty-three patients efficiently. Finally, this section goes over the methods 

utilized to validate the IRI-NE using clinical data. 

3.3.1 Enhancement of IR Image Registration 

The inverse heat transfer breast cancer detection algorithm developed by Gonzalez-

Hernadez [396] utilized image registration of multi-view IR images and computed images. 

The computed images are images captured in ANSYS Fluent of the breast surface 

temperature. Image registration is the process of aligning two or more images utilizing 

image processing methods to ensure spatial alignment of the images [403,404]. The process 

entails having a reference image and a sensed image that goes through an image processing 
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procedure to align with the reference image. In the case for IR image registration and the 

inverse heat transfer approach for breast cancer detection, the reference image is the IR 

image, and the sensed image is the computed image. An intensity-based multimodal affine 

image registration algorithm was implemented using the MATLAB’s Image Processing 

Toolbox. Gonzalez-Hernandez et al. [150] showed that utilizing an intensity-based 

multimodal similarity image registration for inverse heat transfer-based breast cancer 

detection with IR images and computed images was very successful. This is because the 

IR images were captured in the same prone position that the MRI images were taken. The 

inverse heat transfer-based breast cancer detection algorithm utilized a region of interest 

(ROI) to conducted inverse modeling. The ROI is defined as a region with thermal 

abnormalities and can be identified as the whole breast. Gonzalez-Hernandez et al. [150] 

tested various sizes of the ROI and the location of selection for inverse modeling. The 

authors showed that the size of the ROI and the number of divisions of the ROI does not 

impact on the outcome when selecting an area with little to no vascular inside the ROI. If 

there is a denser area of vasculature in the ROI, smaller number of divisions is needed as 

well as filtering effect to remove the local vasculature effects. This allowed for the focus 

to be on the heat transfer from a tumor heat source, if present, and not the local vasculature. 

Figure 23 shows an example of the images utilized in IR image registration, the registered 

or aligned image, and the ROI extracted from the registered image.  
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Figure 23. Example of the reference and sensed images, the registered imaged after IR image 
registration, and the ROI selected from the registered image. 

 
The current work enhanced the IR image registration methodology through the following: 

• Changed the transformation type from similarity to affine. 

• Added various graphical user interfaces (GUIs). 

• Added and developed an alignment checking algorithm. 

• Added and developed a region of interest (ROI) generator. 

In image registration methods, all images are undistorted prior to aligning the images in 

the same spatial coordinate provided that the camera intrinsic properties are known [403–

405]. Since these properties were not known for the IR camera utilized to image the 

patients, an affine transformation was utilized instead of a similarity transformation to 

account for the distortion of the IR images. The GUIs were added to allow for users to 

work along the image registration process and ensure all steps were being conducted 

correctly. In addition, an alignment checking algorithm was developed with a GUI to allow 

the user to correct any alignment errors. Last, a ROI generator was developed to allow for 
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flexible selection of the ROI since every patient had a unique IR image. This IR image 

registration process differed from the one developed by Gonzalez-Hernandez et al. [150] 

which needed to be conducted prior to inverse heat transfer modeling. The developed IR 

image registration process allows the user to run thermal simulations through ANSYS 

Fluent while conducting inverse heat transfer modeling. 

Figure 24 illustrates the process for the developed IR image registration algorithm in a 

flowchart and provides examples of the GUIs developed in MATLAB. The IR image 

registration process contains the following five steps: 

1. Conduct the thermal simulation of breast cancer and conduct geometry alignment 

of the breast to obtain computed images in the same orientation as the IR image. 

2. Input the image information requested by the Image Info GUI and click the ok 

button when finished or cancel button to abort the process. 

3. Select the region of the breast in both the IR and computed images by drawing a 

box around the required breast area using the mouse and click ok when done in the 

Breast Selector GUI. 

4. Check to see if the images are aligned and decide to move forward by clicking the 

yes button, to start over by clicking the no button, or abort the process by clicking 

on the cancel button in the Alignment GUI. 

5. Select the desired ROI using the mouse then click OK when done in the ROI 

Selector GUI to generate a ROI for analysis. 

The first step was conducted using ANSYS Fluent software and the built-in GUIs and 

macros for geometry alignment. For geometry alignment, the breast is manipulated 

manually in the GUI until the orientation of the breast relatively matches the breast 
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orientation captured in the IR image. A macro is activated that saves the orientation of the 

breast. This is done for the various views when more views desired for detection. After the 

breast is oriented, a macro is activated to generate and save a computed image at every 

orientation at the end of a given iteration. Steps 2-5 were conducted using the developed 

MATLAB GUIs shown in Fig. 24. The GUI for step 2 takes the information relating to the 

temperature range shown in the images and the number of views. The temperature ranges 

allow for image intensity values to be transformed into temperature values. The computed 

images, image information, and IR images are then given to the breast selector GUI (step 

3) which brings up the images and asks the user to select the region of the breast. This 

allows the images to be cropped so that the focus is on the breast instead of the image 

background. After selecting the breast, the image registration algorithm aligns the images, 

and the outcome is shown to the user with a GUI that asks the user if the images are 

registered (step 4). If the images are not aligned, the user can conduct geometry alignment 

in ANSYS Fluent, obtain new computed images and click on the no button in the 

Alignment GUI. This is conducted until the alignment of the breasts are satisfactory to the 

user in every view. Once all views are aligned, the ROI Selector GUI (step 5) asks the user 

to select the ROI box on the aligned images and the ROI Generator creates the ROI 

temperatures that will be utilized by the detection algorithm. For the selection of the ROI, 

the recommendations suggested by Gonzalez-Hernandez [396] were utilized to ensure the 

appropriate region was selected. 
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Figure 24. (Top) Illustration of IR image registration process and (Bottom) example of 
associated GUIs developed in MATLAB. 

 
3.3.2 CFD-Inverse Heat Transfer Interfacing 

The inverse heat transfer algorithm developed by Gonzalez-Hernandez [396] utilized the 

patient-specific DBM, bioheat transfer simulations in ANSYS Fluent, clinical IR images, 

and computed images to detect the presence of breast cancer. The inverse modeling method 

the author utilized was the Levenberg-Marquardt algorithm [406], which utilizes an 

iterative gradient decent method to generate the estimated parameters of interest. In terms 

of breast cancer detection, the three parameters that were estimated by the algorithm were 
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the tissue thermal conductivity (𝑘𝑘ℎ), tumor diameter(𝑑𝑑𝑡𝑡), and tumor location (𝑥𝑥𝑡𝑡,𝑦𝑦𝑡𝑡, 𝑧𝑧𝑡𝑡). 

Although this method was validated on 7 biopsy-proven breast cancer patients by 

Gonzalez-Hernandez et al. [150], the algorithm was only developed for a small sample 

size. In order for ANSYS Fluent to utilize the predicted parameter from the inverse model 

and to feed the computed and IR images to the inverse model, the user had to manually go 

back and forth between the algorithms in order to obtain results. This meant that the inverse 

model needed to predict the parameters and feed it to ANSYS Fluent to generate new 

computed images. The inverse model then takes the computed and IR images to compare 

the temperatures in the ROI to give a new prediction. For the previous method developed 

by Gonzalez-Hernandez [396], this was conducted by initializing and running ANSYS 

Fluent after the predicted parameter was created by the inverse model. The algorithm then 

had to wait for the new computed images to be created, but prior to this the previous 

computed images needed to be deleted manually so the algorithm could wait for new files. 

This method would lead to long computational time and be inefficient for large patient 

sizes. Therefore, an enhanced interface was needed to better communicate between 

ANSYS Fluent and the inverse model efficiently. 

The current work developed a method to automate the communication between ANSYS 

Fluent and the inverse model in an efficient and robust manner. Figure 25 shows a 

flowchart for the developed method that automates the process for breast cancer detection 

through an inverse heat transfer approach. Figure 26. shows the GUIs developed for this 

method in MATLAB corresponding to the flowchart. To distinguish this method from the 

previous method developed by Gonzalez-Hernandez [396], the flowchart has been color-

coded with the following:  
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• Grey boxes indicate components utilized from the previous method. 

• Blue boxes indicate components that have been added and developed to enhance 

the detection method. 

• Orange lines indicate the initial setup processing flow path. 

• Blue lines indicate the main iterative processing flow path. 

The method starts with the Domain Input GUI shown in Fig. 25(i) where the user types in 

the computational domain values in meters which then generates the initial parameter 

values and saves them into a .txt file. The Analysis Ready GUI shown in Fig. 25(ii) is then 

executed and tells the user to run the thermal simulation and generate the computed images 

for image registration. In ANSYS Fluent, the thermal simulation process is conducted 

utilizing the UDF described in Section 3.2.3 for bioheat transfer of breast cancer. An 

additional UDF was developed that communicates with the inverse model by creating a 

pseudo .txt file every 200 iterations, which the inverse model reads in order to send new 

data to ANSYS Fluent. The UDF also allows the ANSYS Fluent to read in new data after 

200 iterations and sends the updated parameters to the required UDFs. Computed images 

are also saved in the desired views, as described in the previous section, after every 200 

iterations. Once the user has generated the computed images and conducted geometry 

alignment, the IR image registration process described in the previous section (Section 

3.3.1) is conducted. After, the ROIs for the IR and computed images are generated and 

given to the inverse heat transfer algorithm that transforms the images into temperature 

data. If the temperatures match up to a convergence tolerance, the IRI-NE provides a final 

assessment output GUI, Fig. 25(iii). This output is either that the IRI-NE has detected the 

presence or absence of a tumor within the breast. If the temperatures do not match, the 
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algorithm updates the parameters, saves all data, and generates a new .txt file with the 

updated parameters for ANSYS Fluent to use. The algorithm only provides this file after 

deleting the current computed images and reading the pseudo .txt file generated by ANSYS 

Fluent. The algorithm then conducts an iterative inverse model process (blue path) until 

there is a match or until the inverse algorithm conducts 50 iterations. The IR image 

registration process is only required to initiate the algorithm (orange path). 

Since this algorithm runs without any human intervention and relies on the computer to 

conduct all the process, fail-safe procedures were implemented to ensure the algorithm can 

run smoothly with or without any interruptions. The fail-safe procedures applied to this 

algorithm are the Save All Data process after the match evaluation between the IR and 

computed images, and the Warning/Error GUIs shown in Fig. 26(A) implemented at the 

ROI Generator. The Save All Data process is utilized in the case of a hardware or software 

crash by saving all relevant data such as the updated parameters, iteration value of the saved 

data, the image registration ROI, and any other information needed by the algorithm. That 

way the user can restart the process as the last saved entry and continue the process shown 

in Fig. 25 until there is a final outcome. The Warning/Error GUIs and procedures are placed 

before the start of the ROI Generator in the case of ANSYS Fluent software crashing or if 

the user is starting from last saved. The Warning GUI appears first and after about 10 

minutes of runtime the Error GUI appears which will enable the Save All Data procedure 

and terminate the algorithm. This GUI looks for the pseudo .txt file in order to proceed 

with the rest of the algorithm, which ensures that the inverse algorithm and ANSYS Fluent 

software are in constant communication. 
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Figure 25. Flowchart of the IRI-NE utilized for breast cancer detection on 23 patients. 
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Figure 26. Developed GUIs for the IRI-NE’s main analysis (top) and (bottom) in case of 
hardware or software crashes. 

 
3.3.3 Incorporation of CFD Parallel Processing 

In addition to the enhancement of the IR image registration, automation of the process, and 

fail-safe procedures, CFD parallel processing in ANSYS Fluent was implemented. Parallel 

processing is the method of splitting or partitioning of computational processes that are 

conducted simultaneously. This is typically done through multithreading in a computer 

processing unit (CPU), graphics processing unit (GPU), multiple CPUs or GPUs, or a 

cluster of computers [407]. Parallel processing is utilized to improve computational time 

and efficiency for complex tasks such as finite element methods and CFD methods. 

ANSYS Fluent utilizes parallel processing by partitioning the computational mesh and 

assigning each partition to a thread or compute note for simultaneous processing [408]. For 



96 
 

this reason, it was important that all UDFs contain the appropriate macros to ensure they 

are executed correctly in parallel. All UDFs for this work were modified to work with 

parallel processing especially those that write and read files. Simulations were conducted 

on five machines: (i) Intel® Core™ i7-6700 3.40 GHz workstation with 4 cores, 8 threads 

and 32 GB RAM, (ii) Intel® Xeon® E5-2630 v4 2.20 GHz workstation with 10 cores, 20 

threads and 32 GB RAM, (iii) Intel® Core™ i5-1345U 1.60 GHz workstation with 6 cores, 

12 threads and 16 GB RAM, (iv) Intel® Core™ i5-1250P 1.70 GHz workstation with 8 

cores, 16 threads and 16 GB RAM and (v) Intel® Core™ i7-9700 3.00 GHz workstation 

with 8 cores, 8 threads and 16 GB RAM. 

3.3.4 Verification and Validation using Clinical Data 

In order to verify and validate the IRI-NE, the clinical data of the 23 biopsy-proven breast 

cancer patients presented in Section 3.2.1 and in Table 8 was utilized. A verification study 

on the IRI-NE was conducted on the 7 patients that were first utilized to validate the inverse 

heat transfer approach developed by Gonzalez-Hernandez et al. [150]. Then a validation 

study was conducted on the remaining 16 patients using the IRI-NE. The metrics utilized 

to verify and validate the method are the assessment outcomes (detection of the presence 

or absence of breast cancer), and the error in tumor diameter/size (Eqs. 30-32). For Eqs. 

30-32, 𝑑𝑑 is the tumor diameter, 𝐸𝐸𝑑𝑑 is the error in tumor diameter, 𝐸𝐸𝑑𝑑,𝐴𝐴𝐴𝐴𝐴𝐴 is the absolute 

error in tumor diameter, and 𝐸𝐸𝑑𝑑,% is the percent error in tumor diameter. The subscripts 

𝑝𝑝𝑝𝑝𝑝𝑝𝑝𝑝 and 𝑒𝑒𝑒𝑒𝑒𝑒 represent the predicted and expected values, respectively. The expected 

values of the tumor diameter were obtained from MRI utilizing the method described by 

Gonzalez-Hernandez et al. [150]. 
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 𝐸𝐸𝑑𝑑 = 𝑑𝑑𝑝𝑝𝑝𝑝𝑝𝑝𝑝𝑝 − 𝑑𝑑𝑒𝑒𝑒𝑒𝑒𝑒 (30) 

 𝐸𝐸𝑑𝑑,𝐴𝐴𝐴𝐴𝐴𝐴 = �𝑑𝑑𝑝𝑝𝑝𝑝𝑝𝑝𝑝𝑝 − 𝑑𝑑𝑒𝑒𝑒𝑒𝑒𝑒� (31) 

 𝐸𝐸𝑑𝑑,% =
𝐸𝐸𝑑𝑑,𝐴𝐴𝐴𝐴𝐴𝐴

𝑑𝑑𝑒𝑒𝑒𝑒𝑒𝑒
× 100 (32) 

3.4 Detectability of IRI-Numerical Engine 

This section goes over the detectability study conducted on the IRI-NE, where the 

detectability limits of the algorithm are investigated. The detectability limits of the IRI-NE 

are defined as the parameters that have an impact on the ability of the algorithm to detect 

breast cancer using surface temperatures. In Section 1.4.3 in the Introduction Chapter, the 

factors that heavily affect the detection of breast cancer in the current screening paradigm 

were discussed. In this work, these same factors are tested to find the detectability limits 

of the IRI-NE through bioheat parametric studies and inverse modeling using synthetic IR 

temperatures. Additionally, this section goes over a modified version of the IRI-NE that 

utilizes surface temperatures to conduct inverse modeling instead of images. 

3.4.1 Bioheat Parametric Study of Breast Cancer 

In thermal modeling, parametric studies are utilized to study the effects of geometric 

properties, thermal properties, boundary conditions, heat sources, and other key parameters 

on the heat transfer of a physical system. The current work investigates effect of the 

following parameters on the detection of breast cancer and the thermal distribution of a 

tumor: 

• Breast shape 

• Breast size 
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• Tumor size 

• Tumor position 

• Breast density (thermal conductivity) 

The tumor size and position, and the breast density have been shown to play a major role 

in the detection of breast cancer for mammography and ultrasound. The only factor that 

was not considered was the cancer type as the modeling of all tumors was conducted 

through Eq. 26 which relies on the tumor size. The effects of the tumor and breast density 

on the breast surface temperatures will be studied since the tumor is a heat source 

dependent on the tumor size and the breast density is measured through the tissue thermal 

conductivity [112–114]. The breast shape and size were studied as they relate to the other 

three factors. These geometric factors will show that the relative tumor size and position to 

the breast geometry have an influence on the heat transfer. This also comes into play when 

considering the amount of breast density or tissue thermal conductivity material in the 

breast. The current work conducts four parametric studies to test the thermal effects 

between the two or more parameters as well as any effects on the detection of breast cancer. 

The following will go over the setup that was conducted for each parameter under study. 

Further details of the four parametric studies are discussed in the next section, Section 

3.4.2. 

i.  Breast Shape and Size 
There were two main breast shape categories that were studied in this work which are the 

convex and concave breast shapes. These two categories were obtained from a 

measurement system developed by breast surgeons in order to standardize their practice 

[409,410]. In this work, the concave models were categorized as models that had an inward 
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indenting feature while the convex model were categorized based on their roundness and 

lack of this indentation feature. The two patient-specific DBMs that were chosen to 

represent these categories are patient 17L (concave) and patient 1R (convex). Figure 27 

shows an illustration of these breast shapes and the patient-specific DBMs representing 

these categories. These models were utilized as the base geometries for the various 

parametric studies conducted in this dissertation. 

 

Figure 27. Illustration and patient-specific DBM representation of a (a) concave breast and (b) 
convex breast models. Illustrations reproduced from the work conducted by Hsia and Thomson 

[409]. 

 
To study the effects of breast size, a standardized method was needed since all breast 

geometries were unique in terms of sizing. This was conducted by utilizing scaling of the 

models in ANSYS SpaceClaim and the DBM’s geometric lengths in the 𝑥𝑥-, 𝑦𝑦-, and 𝑧𝑧-

directions, or 𝐿𝐿𝑥𝑥, 𝐿𝐿𝑦𝑦, and 𝐿𝐿𝑧𝑧, respectively. The geometric lengths are obtained using Eqs. 

21-23 from Section 3.2.2. Scaling was conducted such that three size models were 

generated known as small, medium, and large models. These models are hereon labeled as 

scaled models, which were generated with the constraint that the medium and large models 

are 1.5x and 2x bigger than the small model, respectively. The small model was generated 

by utilizing dimensions that closely resemble the convex base model. Table 10 provides 
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the geometric lengths 𝐿𝐿𝑥𝑥, 𝐿𝐿𝑦𝑦, and 𝐿𝐿𝑧𝑧 for the base and scaled models. For each breast shape, 

parametric studies will be conducted on the base and scaled models which gives a total of 

8 breast geometries (4 concave and 4 convex) for bioheat parametric modeling. 

Table 10. Geometric lengths for the based and scaled models. 

Model Type 𝐿𝐿𝑥𝑥 [cm] 𝐿𝐿𝑦𝑦 [cm] 𝐿𝐿𝑧𝑧 [cm] 
Concave (17L) 12.0 10.6 12.2 
Convex (1R) 7.0 5.9 10.0 
Small 8.0 6.0 8.0 
Medium 12.0 9.0 12.0 
Large 16.0 12.0 16.0 

 
ii.  Tumor Size and Depth 

For the current work, the tumor size range of 10 mm – 20 mm at 0.5 mm were utilized for 

parametric studies. This tumor size range is within the 10 mm – 50 mm range that is utilized 

with Gautherie’s model [112–114] for the metabolic heat generation of a tumor, Eq. 26. 

This range was selected as the focus of this work is on early detection of breast cancer in 

particular Tis and T1 stages. Similar to the breast shape and size, a standardized method 

was needed for the tumor placement. As shown in Fig. 22, the DBMs contains both the 

chest wall and the breast surface, but with some other parts of the breast that connect the 

two areas. The current work focuses on glandular tissue carcinomas which occur in the 

ducts and lobules like the cancer types observed in the 23 patients mentioned in Section 

3.2.1 and seen in Table 8. For the patient-specific DBMs there are two main regions within 

the breast which are the breast tissue region and chest region. The location of the ducts and 

lobules are in the breast tissue region. The chest wall region contains the pectoral muscles 

and the tissue region that connects the chest wall to the breast tissue region. To obtain these 

regions, the separation boundary that separates the regions was found by obtaining the 

transition point where the chest surface transitions into the breast surface. Figure 28 shows 
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a 2D view of the inside of the breast and 3D view with the labeled regions and areas on the 

breast for both concave and convex models. This then allowed for the tumor depth regions 

to be identified within the breast tissue region for each breast. 

 

Figure 28. 2D view of the inside of the DBM and 3D view of the DBM for the (Top) concave and 
(Bottom) convex models with labels of the various regions and areas. 

 
Tumors were placed within these three depth regions at equal distances from each other for 

each breast model. The tumors were placed using the centerline of the breast, an imaginary 

line that passes through the coordinates (𝑥𝑥𝑚𝑚𝑚𝑚𝑚𝑚,𝑦𝑦𝑚𝑚𝑚𝑚𝑚𝑚, 𝑧𝑧𝑚𝑚𝑚𝑚𝑚𝑚) and (𝑥𝑥𝑚𝑚𝑚𝑚𝑚𝑚 ,𝑦𝑦𝑚𝑚𝑚𝑚𝑚𝑚 , 𝑧𝑧𝑚𝑚𝑚𝑚𝑚𝑚), where 

𝑥𝑥𝑚𝑚𝑚𝑚𝑚𝑚 and 𝑧𝑧𝑚𝑚𝑚𝑚𝑚𝑚 are the x- and z-coordinates of the breast center obtained from the domain 

through:  
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 𝑥𝑥𝑚𝑚𝑚𝑚𝑚𝑚 =
𝑥𝑥𝑚𝑚𝑚𝑚𝑚𝑚 − 𝑥𝑥𝑚𝑚𝑚𝑚𝑚𝑚

2
+ 𝑥𝑥𝑚𝑚𝑚𝑚𝑚𝑚 (33) 

 𝑧𝑧𝑚𝑚𝑚𝑚𝑚𝑚 =
𝑧𝑧𝑚𝑚𝑚𝑚𝑚𝑚 − 𝑧𝑧𝑚𝑚𝑚𝑚𝑚𝑚

2
+ 𝑧𝑧𝑚𝑚𝑚𝑚𝑚𝑚 (34) 

Then, 10 tumor positions were selected for the base cases with 6 positions placed along the 

centerline in the y-direction with coordinates (𝑥𝑥𝑚𝑚𝑚𝑚𝑚𝑚,𝑦𝑦𝑚𝑚, 𝑧𝑧𝑚𝑚𝑚𝑚𝑚𝑚) and 4 were along the x-

direction with coordinates �𝑥𝑥𝑚𝑚,𝑛𝑛,𝑦𝑦𝑚𝑚, 𝑧𝑧𝑚𝑚𝑚𝑚𝑚𝑚�, where 𝑥𝑥𝑚𝑚,𝑛𝑛 and 𝑦𝑦𝑚𝑚 are the x- and y-

coordinates of the tumor. Figure 29 shows the placements of the 10 tumors within tumor 

depth regions of the concave and convex base models. These 10 positions were selected as 

they covered the three depth regions and deeper tumors. The x- and y-coordinates of the 

tumor positions were obtained using the following: 

 
𝑦𝑦𝑚𝑚 =

(𝑦𝑦𝑚𝑚𝑚𝑚𝑚𝑚 − 𝑦𝑦𝑠𝑠𝑠𝑠) − (∆𝑦𝑦 + ∆𝑦𝑦𝑐𝑐ℎ)
6

(𝑚𝑚− 1) + ∆𝑦𝑦𝑐𝑐ℎ + 𝑦𝑦𝑠𝑠𝑠𝑠 (35) 

 
𝑥𝑥𝑚𝑚,𝑛𝑛 =

�𝑥𝑥𝑠𝑠𝑠𝑠𝑠𝑠𝑠𝑠,𝑚𝑚 − 𝑥𝑥𝑚𝑚𝑚𝑚𝑚𝑚�
3

(𝑛𝑛 − 1) + 𝑥𝑥𝑚𝑚𝑚𝑚𝑚𝑚 (36) 

where ∆𝑦𝑦 is the spacing in the y-direction between tumor points, ∆𝑦𝑦𝑐𝑐ℎ is the distance 

between the first point and the chest wall in the y-direction, 𝑦𝑦𝑠𝑠𝑠𝑠 is the y-coordinate for the 

separation boundary, 𝑚𝑚 is the y-coordinate position case number for 𝑚𝑚 = 1,2,3, … ,6, 

𝑥𝑥𝑠𝑠𝑠𝑠𝑠𝑠𝑠𝑠,𝑚𝑚 is the x-coordinate of the farthest surface point at point case 𝑚𝑚, and 𝑛𝑛 is the x-

coordinate position case for 𝑛𝑛 = 2,3. The x-coordinate values for the tumors along the x-

direction utilized the first two points away from the chest as their reference. These points 

move away from the centerline in the x-direction and have the same y-coordinate value as 

their reference points. Table 11 gives the x-, y- and z-coordinates of the breast domain, x- 

and z- coordinates of the breast center, x-coordinates of the surface points for y-coordinate 
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position cases 1 and 2, and y-coordinates of the separation boundary for each breast model. 

Table 12 gives the y-coordinates of the tumor positions along the centerline for all breast 

models obtained from Eq. 35, and the x-coordinates of the tumor positions obtained from 

Eq. 36 at y-coordinate position cases 1 and 2 for the base models. The 𝑥𝑥𝑠𝑠𝑠𝑠𝑠𝑠𝑠𝑠,1 and 𝑥𝑥𝑠𝑠𝑠𝑠𝑠𝑠𝑠𝑠,2 

values were obtained using a search algorithm that utilized the shortest distance between 

the points on the centerline to the nearest surface point. 

 
Figure 29. Illustration of tumor placement in the (A) concave and (B) convex base models. 
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Table 11. Coordinate values for the breast domains, breast centers, surface points, and 
separation boundaries. 

Model 𝑥𝑥𝑚𝑚𝑚𝑚𝑚𝑚 
[cm] 

𝑥𝑥𝑚𝑚𝑚𝑚𝑚𝑚 
[cm] 

𝑥𝑥𝑚𝑚𝑚𝑚𝑚𝑚 
[cm] 

𝑥𝑥𝑠𝑠𝑠𝑠𝑠𝑠𝑠𝑠,1 
[cm] 

𝑥𝑥𝑠𝑠𝑠𝑠𝑠𝑠𝑠𝑠,2 
[cm] 

𝑦𝑦𝑠𝑠𝑠𝑠 
[cm] 

𝑦𝑦𝑚𝑚𝑚𝑚𝑚𝑚 
[cm] 

𝑧𝑧𝑚𝑚𝑚𝑚𝑚𝑚 
[cm] 

𝑧𝑧𝑚𝑚𝑚𝑚𝑚𝑚 
[cm] 

𝑧𝑧𝑚𝑚𝑚𝑚𝑚𝑚 
[cm] 

 Concave 
Base 17.6 23.6 29.7 16.7 17.0 2.5 11.0 4.9 11.0 17.1 
Small 11.7 15.7 19.7 - - 1.4 6.2 3.2 7.2 11.2 
Medium 17.6 23.6 29.6 - - 2.1 9.3 4.8 10.8 16.8 
Large 23.5 31.5 39.5 - - 2.8 12.4 6.4 14.4 22.3 

 Convex 
Base 3.4 6.9 10.4 9.4 9.4 4.0 8.5 6.7 11.7 16.7 
Small 8.4 12.4 16.4 - - 4.1 8.6 5.3 9.3 13.3 
Medium 3.3 9.3 15.3 - - 4.5 11.3 4.6 10.6 16.6 
Large 7.8 15.8 23.8 - - 8.2 17.2 10.6 18.6 26.6 

 
Table 12. Tumor position coordinates for points along the centerline and in the x-direction. 

Model 
𝑦𝑦1 

[cm] 
𝑦𝑦2 

[cm] 
𝑦𝑦3 

[cm] 
𝑦𝑦4 

[cm] 
𝑦𝑦5 

[cm] 
𝑦𝑦6 

[cm] 
𝑥𝑥1,2 
[cm] 

𝑥𝑥1,3 
[cm] 

𝑥𝑥2,2 
[cm] 

𝑥𝑥2,3 
[cm] 

Concave 
Base 3.5 4.6 5.7 6.7 7.8 8.9 21.3 19.0 21.4 19.2 
Small 2.2 2.7 3.2 3.7 4.2 4.7 - - - - 
Medium 3.0 3.9 4.8 5.7 6.5 7.4 - - - - 
Large 3.9 5.1 6.4 7.6 8.9 10.1 - - - - 

Convex 
Base 4.5 5.0 5.5 6.0 6.5 7.0 7.7 8.6 7.7 8.5 
Small 4.6 5.1 5.6 6.1 6.6 7.1 - - - - 
Medium 5.0 5.9 6.8 7.6 8.5 9.4 - - - - 
Large 8.7 9.9 11.2 12.4 13.7 14.9 - - - - 

 
In order to ensure that there is a consistent metric throughout each model, a normalized 

coordinate system was developed by utilizing the intersection between separation boundary 

and the centerline. This normalized coordinate system (𝑋𝑋∗,𝑌𝑌∗) gives a new representation 

for the tumor depth (𝑋𝑋∗) and a new metric called the distance from the chest (𝑌𝑌∗). Figure 

29 shows the location of the new coordinate system within the concave (Fig. 29A) and 

convex (Fig. 29B) based models. This coordinate is centered in a plane parallel to the xy-

plane at a z-coordinate of 𝑧𝑧𝑚𝑚𝑚𝑚𝑚𝑚. The transformation that was utilized on the tumor 

coordinates to change them into the normalized coordinate system is as follows: 
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 𝑋𝑋∗ =
𝑥𝑥𝑡𝑡 − 𝑥𝑥𝑚𝑚𝑚𝑚𝑚𝑚
𝑥𝑥𝑚𝑚𝑚𝑚𝑚𝑚 − 𝑥𝑥𝑚𝑚𝑚𝑚𝑚𝑚

 (37) 

 𝑌𝑌∗ =
𝑦𝑦𝑡𝑡 − 𝑦𝑦𝑠𝑠𝑠𝑠
𝑦𝑦𝑚𝑚𝑚𝑚𝑚𝑚 − 𝑦𝑦𝑠𝑠𝑠𝑠

 (38) 

where 𝑥𝑥𝑡𝑡, and 𝑦𝑦𝑡𝑡 are the x-, and y-coordinates of the tumor, respectively. Table 13 shows 

the values of the normalized coordinates of the tumor positions for the concave and convex 

models. The tumor depth 𝑋𝑋∗ is 0 for the tumor positions along the center line since this 

depth measurement relates to the distance away from the 𝑌𝑌∗-axis. The tumor depth is 

negative for the concave base model as the tumors were placed in the direction opposite of 

the 𝑋𝑋∗-axis. 

Table 13. Distance from chest and tumor depth values for the concave and convex models. 

Model 𝑌𝑌1∗ 𝑌𝑌2∗  𝑌𝑌3∗  𝑌𝑌4∗  𝑌𝑌5∗  𝑌𝑌6∗  𝑋𝑋1,2
∗   𝑋𝑋1,3

∗   𝑋𝑋2,2
∗   𝑋𝑋2,3

∗   
Concave 

Base 0.12 0.25 0.38 0.50 0.63 0.76 -0.39 -0.78 -0.37 -0.75 
Small 0.17 0.27 0.37 0.48 0.58 0.69 - - - - 
Medium 0.13 0.25 0.37 0.50 0.62 0.74 - - - - 
Large 0.11 0.24 0.38 0.51 0.64 0.74 - - - - 

Convex 
Base 0.11 0.22 0.33 0.44 0.55 0.67 0.24 0.48 0.24 0.47 
Small 0.11 0.22 0.33 0.44 0.56 0.67 - - - - 
Medium 0.07 0.20 0.33 0.46 0.59 0.72 - - - - 
Large 0.06 0.19 0.33 0.47 0.61 0.75 - - - - 

 
iii.  Breast Density (Thermal Conductivity) 

The breast density is a major factor that affects the detection of breast cancer in the current 

screening paradigm, reducing the sensitivity of mammography from 95-98% to 30-50% 

[75].  There are four main breast density types which are fatty or predominantly fatty (PF), 

scattered fibroglandular (SF), heterogeneous dense (HD), and extremely dense (dense). 

The breast density has been associated with thermal conductivity where an increase in 

density correlates with an increase in thermal conductivity. Gautherie [112–114] has shown 
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this correlation through his clinical experiments where he measured the effective thermal 

conductivity �𝑘𝑘𝑒𝑒𝑒𝑒𝑒𝑒� of breast and tumor tissues. The measured 𝑘𝑘𝑒𝑒𝑒𝑒𝑒𝑒 considers the 

conduction from Fourier’s law and natural convection from the capillary vessels associated 

with the blood perfusion. Table 14 shows the ranges for the measured 𝑘𝑘𝑒𝑒𝑒𝑒𝑒𝑒 for the various 

breast density types. According to Priebe and Betz [341], the relationship that a thermal 

conductivity value of 5 × 10−4 W/m-K resulted in 150 ml/min/(100 g of tissue) or 

0.023 1/s of blood perfusion. Utilizing this relationship, the 𝑘𝑘𝑒𝑒𝑒𝑒𝑒𝑒 values in Table 14, and 

the blood perfusion values from Table 9 the following can be utilized to obtain the tissue 

thermal conductivity: 

 𝑘𝑘 = 𝑘𝑘𝑒𝑒𝑒𝑒𝑒𝑒 ± 𝑘𝑘0
𝜔𝜔0
𝜔𝜔 (39) 

where 𝑘𝑘 is the tissue thermal conductivity, 𝑘𝑘0 and 𝜔𝜔0 is the thermal conductivity and blood 

perfusion values from Priebe and Betz [341], respectively, and 𝜔𝜔 is the blood perfusion 

value from Table 9. This relation assumes a linear relation between the 𝑘𝑘𝑒𝑒𝑒𝑒𝑒𝑒 and 𝑘𝑘 due to 

the heat flow from the convection due to the vessels being assumed to be isotropic. The 

𝑘𝑘0
𝜔𝜔0
𝜔𝜔 value for both healthy and cancerous tissue are not significant giving values of about 

4 × 10−8 W/m-K and 2 × 10−6 W/m-K. Therefore, the value for 𝑘𝑘 can be assumed to be 

the same value as 𝑘𝑘𝑒𝑒𝑒𝑒𝑒𝑒 for any given breast density. The current work utilizes the thermal 

conductivity range 0.15 W/m-K to 0.7 W/m-K in order to conduct a larger emphasis on 

studying denser breast tissue. 
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Table 14. Effective thermal conductivity ranges for the different breast density types from 
Gautherie [112–114]. 

Breast Density  𝑘𝑘 [W/m-K] 
PF 0.1-0.25 
SF 0.25-0.35 
HD 0.35-0.5 
ED 0.5-0.7 

 
3.4.2 Parametric Study Numerical Setup 

There are five main parametric studies that were conducted to test the thermal effect of 

multiple parameters as well as their effect on breast cancer detection. The first parametric 

study tested the effects of breast shape (concave vs convex), 2 tumor sizes (10 mm and 20 

mm), and the 10 tumor positions, shown in Fig. 29, on the detection. The second parametric 

study investigated the thermal effects of breast shape (concave vs convex), 5 tumor sizes 

(10 mm to 20 mm at 2.5 mm increments). The third parametric study tested the thermal 

effect of breast shape (concave vs convex), breast size (small, medium, and large), 2 tumor 

sizes (10 mm and 20 mm), and the 6 tumor positions along the centerline. The fourth 

parametric study tested the thermal effect of breast size (small, medium, and large) and 21 

tumor sizes (10 mm – 20 mm at 0.5 mm increments) located at the first centerline tumor 

position in the posterior region. The fifth parametric study tested the thermal effect of 5 

tumor sizes (10 mm to 20 mm at 2.5 mm increments) located at the first centerline tumor 

position in the posterior region and thermal conductivity (0.15 W/m-K to 0.7 W/m-K at 

0.05 W/m-K increments). Parametric studies 1-4 utilize a thermal conductivity of 0.42 

W/m-K as utilized by Gonzalez-Hernandez et al. [395] for modeling of breast cancer in 

patient-specific DBMs. This thermal conductivity value has been utilized in various 

literature involving bioheat transfer modeling of breast cancer [148,151,370]. Parametric 

studies 2-5 investigated the effects of their respective parameters on the surface 
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temperature for each breast model. The first parametric study investigates the effect of its 

parameters on the detection of breast cancer using inverse modeling. Parametric studies 4 

and 5 investigate the thermal effect of its parameters for a deep tumor case. In total there 

were 20, 30, 12, 21, and 60 parametric cases for the first, second, third, fourth, and fifth 

parametric studies, respectively. 

To simplify the process of conducting the parametric studies, the parameters under study 

were combined into the following array: 

 

𝚩𝚩 =

⎣
⎢
⎢
⎢
⎡
𝜷𝜷1
⋮
𝜷𝜷𝑗𝑗
⋮
𝜷𝜷𝑀𝑀⎦

⎥
⎥
⎥
⎤
 (40) 

 𝜷𝜷𝑗𝑗 = �𝑑𝑑𝑗𝑗� (41) 

 𝜷𝜷𝑗𝑗 = [𝑑𝑑𝑗𝑗 𝑥𝑥𝑗𝑗 𝑦𝑦𝑗𝑗 𝑧𝑧𝑗𝑗] (42) 

 𝜷𝜷𝑗𝑗 = [𝑘𝑘𝑗𝑗 𝑑𝑑𝑗𝑗 𝑥𝑥𝑗𝑗 𝑦𝑦𝑗𝑗 𝑧𝑧𝑗𝑗] (43) 

where 𝚩𝚩 is the parametric array containing all parameter values for each parametric case, 𝑗𝑗 

is the parametric case number, 𝑀𝑀 is the total number of parametric cases, and 𝜷𝜷𝑗𝑗 is the 

parametric vector containing either the tumor size �𝑑𝑑𝑗𝑗�, tumor size and tumor position 

�𝑥𝑥𝑗𝑗 , 𝑦𝑦𝑗𝑗, 𝑧𝑧𝑗𝑗�,  or the thermal conductivity �𝑘𝑘𝑗𝑗�, tumor size and tumor position at parametric 

case 𝑗𝑗. To utilize the parametric array in ANSYS Fluent a UDF was developed that looped 

through the parametric vector pairs and switched between them after every 𝑁𝑁 Fluent 

iterations. Additionally, surface temperatures for each parametric case were also saved 

after every 𝑁𝑁 iterations through a developed surface temperature extraction UDF. Further 
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details on the surface temperature extraction UDF are provided in the next section, Section 

3.4.3. The process for conducting parametric studies in ANSYS Fluent with the developed 

UDFs is shown in Fig. 30. The process starts with 𝜷𝜷𝑗𝑗 going through the condition that 

checks whether iteration 𝑖𝑖 has reached a multiple of 𝑁𝑁. If iteration 𝑖𝑖 has reached a multiple 

of 𝑁𝑁, the parametric case will save the surface temperatures and check if 𝑖𝑖 < 𝑖𝑖𝑚𝑚𝑚𝑚𝑚𝑚, where 

𝑖𝑖𝑚𝑚𝑚𝑚𝑚𝑚 is the total number of iterations. If it is the algorithm will go from 𝑗𝑗 to 𝑗𝑗 + 1 for to the 

next parametric case. If 𝑖𝑖 is not a multiple of 𝑁𝑁, the UDF will continue to conduct the 

thermal simulation at the current parameter case, go from 𝑖𝑖 to 𝑖𝑖 + 1, and then continue with 

the same parameter case. If 𝑖𝑖 is not a multiple of 𝑁𝑁, the process. The value of 𝑖𝑖𝑚𝑚𝑚𝑚𝑚𝑚 depends 

on the total number of parametric cases and the value of 𝑀𝑀 which gives 𝑖𝑖𝑚𝑚𝑚𝑚𝑚𝑚 = 𝑀𝑀 × 𝑁𝑁. 

Each parametric study has their own number of parametric cases. Table 15 shows the total 

number of parametric cases for each of the five parametric studies including the total 

number of iterations for 𝑁𝑁 = 200, as well as the parameters under study. 
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Figure 30. Flowchart of parametric study process conducted in ANSYS Fluent. 

Table 15. Parametric study parameters, and total cases and iteration amounts for 𝑁𝑁 = 200. 

Parametric Study 𝑀𝑀 𝑖𝑖𝑚𝑚𝑚𝑚𝑚𝑚 𝜷𝜷𝑗𝑗 
First Study 20 4,000 𝑑𝑑𝑗𝑗, �𝑥𝑥𝑗𝑗, 𝑦𝑦𝑗𝑗, 𝑧𝑧𝑗𝑗� 
Second Study 30 6,000 𝑑𝑑𝑗𝑗, �𝑥𝑥𝑗𝑗, 𝑦𝑦𝑗𝑗, 𝑧𝑧𝑗𝑗� 
Third Study 12 2,400 𝑑𝑑𝑗𝑗, �𝑥𝑥𝑗𝑗, 𝑦𝑦𝑗𝑗, 𝑧𝑧𝑗𝑗� 
Fourth Study 21 4,200 𝑑𝑑𝑗𝑗 
Fifth Study 60 12,000 𝑘𝑘𝑗𝑗,𝑑𝑑𝑗𝑗, �𝑥𝑥𝑗𝑗, 𝑦𝑦𝑗𝑗, 𝑧𝑧𝑗𝑗� 

 
3.4.3 Generation of Synthetic IR Surface Temperatures 

As mentioned in the previous section, surface temperatures were extracted through a 

developed UDF in ANSYS Fluent. This was conducted using Fluent’s zone IDs which are 

assigned by the software to each boundary condition location shown in Fig. 22 and the 

interior breast tissue region. The extraction UDF separates the temperature distribution of 

each zone and only saves the surface temperature distribution located at the zone ID of the 

breast surface. This is conducted for all parametric studies described in the previous 
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section, but for the first parametric study an additional step was implemented. The first 

parametric study investigates the effect of breast shape, tumor size, and tumor location on 

the detection of breast cancer using inverse modeling. Inverse modeling of breast cancer 

was conducted using the IRI-NE and ground truth clinical IR surface temperatures. 

However, the ground truth data for the parametric studies are simulated surface 

temperatures extracted from ANSYS Fluent. In order to mimic the noise level captured by 

an IR camera, a Gaussian noise was added to the simulated temperatures to generate 

synthetic IR temperatures. This was done through a Gaussian noise filter algorithm that 

conducted the following: 

 𝑻𝑻𝑆𝑆𝑆𝑆𝑆𝑆 = 𝑻𝑻𝑠𝑠𝑠𝑠𝑠𝑠 + 𝑻𝑻𝐺𝐺𝐺𝐺𝐺𝐺𝐺𝐺𝐺𝐺(𝜇𝜇,𝜎𝜎) (44) 

 
𝑻𝑻𝐺𝐺𝐺𝐺𝐺𝐺𝐺𝐺𝐺𝐺(𝜇𝜇,𝜎𝜎) =

𝑇𝑇𝐼𝐼𝐼𝐼
√2𝜋𝜋𝜎𝜎2

𝑒𝑒−
(𝑥𝑥−𝜇𝜇)2
2𝜎𝜎2  (45) 

where 𝑻𝑻𝑆𝑆𝑆𝑆𝑆𝑆 is the vector containing the synthetic IR surface temperatures, 𝑻𝑻𝑠𝑠𝑠𝑠𝑠𝑠 is the vector 

containing the simulated surface temperatures, 𝑻𝑻𝐺𝐺𝐺𝐺𝐺𝐺𝐺𝐺𝐺𝐺 is the Gaussian noise temperature, 

𝜇𝜇 is the mean and center of the Gaussian distribution, 𝜎𝜎 is the spread and standard deviation 

of the Gaussian distribution, and 𝑇𝑇𝐼𝐼𝐼𝐼 is the thermal sensitivity of an IR camera. This was 

conducted in python using normal distribution NumPy function with 𝜇𝜇 = 0, and 𝜎𝜎 = 1, or 

standard normal distribution. Figure 31 shows an example of a simulated surface 

temperature, its generated synthetic IR surface temperature, and the clinical IR surface 

temperature of patient 13L. The thermal sensitivity of an IR camera is known as the 

smallest temperature difference that can be captured by the IR camera, also known as noise 

equivalent temperature difference (NETD) [157,158,229]. Since the thermal sensitivity of 

the IR camera utilized to capture the clinical IR was <0.02 K, a 𝑇𝑇𝐼𝐼𝐼𝐼 value of 0.02 K, or 20 
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mK, was utilized to generate the synthetic IR shown in Fig. 31. As the figure shows, the 

noise level of the synthetic IR closely resembles the level observed in the clinical IR. 

 

Figure 31. Example of simulated, synthetic IR, and clinical IR surface temperature distributions 
for patient 13L. 

 
In addition to generating synthetic IR temperatures that mimic the noise level of the clinical 

IR with 20 mK thermal sensitivity noise, other noise levels were tested in the inverse 

model. Figure 32 shows examples of three noise levels (0 mK, 20 mK, and 40 mK) added 

to the surface temperatures to generate synthetic IR temperatures. As the figure shows, the 

noise level has an effect on the surface temperature distribution and may play a role in the 

detection of breast cancer. Gonzalez-Hernandez et al. [150] showed that the noise level of 

the data did not affect the detection for the 7 patients utilized in their study. It is expected 

that the noise level does not only affect detection but also insignificantly affects the 

predicted tumor size. This work studied the effect on detection with added 20 mK and 40 

mK noise levels on the simulated temperatures obtained from the first parametric study. 

Furthermore, a study was conducted using five noise levels (0 mK, 5 mK, 10 mK, 20 mK, 

and 40 mK) that were added to the simulated temperatures. This study compared the 

predicted tumor size with the actual size for each of the noise levels at the tumors placed 

along the centerline. 
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Figure 32. Example of various noise levels (0 mK, 20 mK, and 40 mK) for the generation of 

synthetic IR surface temperatures for patient 17L. 

 
3.4.4 Modified IRI-Numerical Engine 

The IRI-NE was developed to optimize the inverse heat transfer approach so that it could 

be efficiently implemented on 23 patients. Since the IRI-NE utilizes clinical IR images as 

ground truth data and the ground truth data from the parametric studies are 3D surface 

temperatures in the form of point-clouds extracted by ANSYS Fluent, a modified version 

was developed in python called the modified IRI-NE. Various studies in the area physics-

informed neural networks (PINNs) have shown great results in utilizing 2D and 3D 

temperature data for forward [145,398,411] and inverse [144,398] modeling of breast 

cancer. The process for generating synthetic IR surface temperatures described in the 

previous section, Section 3.4.3, was implemented into the modified IRI-NE. Additionally, 

the IR image registration process was replaced with the surface temperature extraction 

UDF process also described in Section 3.4.3. Last, the Domain Input GUI was replaced 

with a domain extraction process that obtained the breast domain from the patient-specific 

DBMs and generated the initial tumor parameters. Figure 33 shows the flowchart process 

of the modified IRI-NE with the added Extract Domain process, Add Noise process, and 

Extract Surface Temperature process. Similar to the IRI-NE described in Section 3.3.2, the 
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inverse heat transfer algorithm and ANSYS Fluent communicate with each other via 

pseudo .txt files after every 200 iterations. This allows for the entire process to be 

completely autonomous only needing to adjust the folder the inverse algorithm needs to 

read data from and write to, which is the folder ANSYS Fluent is saving data to, as well as 

manually setting Fluent to run. The output to the modified IRI-NE is the same as the output 

of the IRI-NE, which is the presence or absence of breast cancer. However, the modified 

IRI-NE has the additional option to predict the tumor size, tumor location, and tissue 

thermal conductivity. The user is able to select this option prior to running the algorithm 

and conducting the entire inverse modeling process.  
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Figure 33. Flowchart process of the modified IRI-NE utilized to detect breast cancer using 3D 
surface temperatures. 

 
3.4.5 Establishing Detectability Metrics 

To determine the detectability limit of the IRI inverse heat transfer approach utilized in the 

IRI-NE and modified IRI-NE, detectability metrics are needed. There were four main 

metrics utilized to establish the detectability of breast cancer of the IRI inverse heat transfer 

approach: (i) the ability of the algorithm to detect the presence and absence of breast cancer, 
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(ii) the error in tumor size, (iii) the internal temperature distribution of the breast, and (iv) 

the maximum surface thermal contrast. Further details of each detectability metric are 

described below.  

i. Detecting the Presence of Breast Cancer 
In Section 3.3.4, a clinical verification and validation study of the IRI-NE for 23 biopsy-

proven breast cancer patients was described. That study looked into whether the IRI-NE 

was able to accurately predict the presence of cancer in breast with certified cancer and the 

absence of cancer in the contralateral healthy breast. Two similar studies were conducted 

to verify the modified IRI-NE with patient data and to test the detection of breast cancer 

on the first parametric study. The first study utilized patient data of 8 biopsy-proven 

patients (patients 1R, 8L, 9L, 10R, 12L, 13L, 17L, and 19R) from Section 3.2.1. This study 

required generating synthetic IR temperatures using the known tumor sizes and positions 

obtained from MRI, except for patient 9L, which was then utilized with the modified IRI-

NE. Patient 9L is the only patient breast that which is a contralateral healthy breast. 

However, the same breast models with cancer were modeled without a tumor to represent 

additional healthy breasts. Table 16 shows the known cancer type, breast density, tumor 

sizes, tumor positions, tumor depth, and metabolic activity values for these patients. It is 

important to note that patient 12L has a 5 mm tumor which is below the range for Eq. 26. 

For this case, the tumor metabolic heat generation was estimated to be 70,000 W/m3 which 

has been utilized by various researchers in modeling tumors with unknown heat generation 

[370,387,389]. The second study utilized the ground truth synthetic IR temperature data 

generated for the first parametric study tumor size and position shown in Table 12 with the 

modified IRI-NE. Both studies investigated the ability of the algorithm to detect the 

presence and absence of breast cancer using 3D surface temperature data and the modified 
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IRI-NE. The modified IRI-NE was set up to predict the tumor size and location as the 

thermal conductivity of the tissue was set to be 0.42 W/m-K for all for both the ground 

truth data and output predicted simulation data. 

Table 16. Patient data utilized for verification of the modified IRI-NE. 

Patient Cancer 
Type 

Breast 
Density 

𝑑𝑑𝑡𝑡 
[mm] 

(𝑥𝑥𝑡𝑡 ,𝑦𝑦𝑡𝑡 , 𝑧𝑧𝑡𝑡) 
[mm] 

Depth 
[cm] 

𝑄𝑄𝑡𝑡 
[W/m3] 

1R DCIS HD 14 (76,60,118) 1.18 15,749 
8L ILC PF 12 (274,39,147) 5.45 24,148 
9L - HD - - - - 
10R IDC SF 11 (26,12,109) 2.96 34,547 
12L ADH HD 5 (27,19,171) 4.95 *70,000 
13L IDC SF 13 (40,09,144) 2.91 18,911 
17L ILC SF 21 (236,80,112) 2.27 8,224 
19R IDC SF 11 (51,32,122) 2.74 34,547 

*Value obtained from literature. 

 
ii. Tumor Size Error 

The tumor size error was introduced in Section 3.3.4 for the clinical verification and 

validation study through Eq. 30. This was utilized to describe the error in the size prediction 

of the IRI-NE in comparison to the expected size from MRI. For this work, the error in the 

predicted size from the modified IRI-NE for the verification and parametric studies 

described above was compared to the ground truth size using Eq. 46. In this equation 𝑑𝑑𝐺𝐺𝐺𝐺 

is the ground truth tumor diameter size either obtained from MRI for the verification study 

(Table 16) or from the parameters used to generate ground truth data in the first parametric 

study (Table 12). 

 𝐸𝐸𝑑𝑑 = 𝑑𝑑𝑝𝑝𝑝𝑝𝑝𝑝𝑝𝑝 − 𝑑𝑑𝐺𝐺𝐺𝐺 (46) 

iii. Internal Temperature Distribution 
In order to quantify and evaluate the thermal effects of parametric studies 2-4, the internal 

temperature distribution along the centerline was extracted. This was conducted to provide 
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insight on the effects the tumor size and position had on the temperature distribution within 

each breast model. For comparison, the internal temperature distribution of the same breast 

models without a tumor are obtained. 

iv. Maximum Surface Thermal Contrast 
This final metric investigates the effects of the parameters utilized in parametric studies 2-

5 on the surface temperature. To conduct a proper comparison, the maximum thermal 

contrast ∆𝑇𝑇𝑚𝑚𝑚𝑚𝑚𝑚 was obtained for all cases using the following: 

 ∆𝑇𝑇𝑚𝑚𝑚𝑚𝑚𝑚 = max
𝑻𝑻

∆𝑻𝑻 (47) 

 ∆𝑻𝑻 = �𝑻𝑻𝐶𝐶𝐶𝐶𝐶𝐶𝐶𝐶𝐶𝐶𝐶𝐶 − 𝑻𝑻𝐻𝐻𝐻𝐻𝐻𝐻𝐻𝐻𝐻𝐻ℎ𝑦𝑦� (48) 

where ∆𝑇𝑇𝑚𝑚𝑚𝑚𝑚𝑚 is the maximum thermal contrast, ∆𝑻𝑻 is the surface temperature difference, 

𝑻𝑻𝐶𝐶𝐶𝐶𝐶𝐶𝐶𝐶𝐶𝐶𝐶𝐶 is the surface temperature of the breast with cancer, and 𝑻𝑻𝐻𝐻𝐻𝐻𝐻𝐻𝐻𝐻𝐻𝐻ℎ𝑦𝑦 is the surface 

temperature of the breast without cancer. The thermal contrast, also known as the surface 

temperature difference between a breast with cancer and a breast without cancer, has been 

utilized in various studies [116,118–120,151,381,387,412,413]. Figure 34 shows an 

example of the thermal contrast obtained from a breast with cancer and the same breast 

without cancer, or the healthy breast. As the figure shows, there is a wide area that is effect 

by the tumor but what is important is that maximum contrast. The ∆𝑇𝑇𝑚𝑚𝑚𝑚𝑚𝑚 for every case is 

compared to the thermal sensitivity value of 𝑇𝑇𝐼𝐼𝐼𝐼 = 20 mK, the value of the IR camera 

utilized described in Section 3.2.1. The detectability of the parameters under study was 

measured by seeing if ∆𝑇𝑇𝑚𝑚𝑚𝑚𝑚𝑚 was above the threshold value, or ∆𝑇𝑇𝑚𝑚𝑚𝑚𝑚𝑚 ≥ 𝑇𝑇𝐼𝐼𝐼𝐼. 
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Figure 34. Example thermal contrast between a breast with cancer and the same breast without 
cancer, also known as the healthy breast. 

 

3.5 Physiological Factors in Breast Cancer Detection 

Physiological factors are the biological components that make up the functionality of a 

living organism. In terms of breast cancer, there are three main physiological factors such 

as breast density, breast vascularity and tumor vascularity. The breast density has been 

described and studied in the form of detectability (Section 3.4). The vascularity of the 

breast and of a breast tumor play a major role in the bioheat transfer within breast tissue 

through the blood perfusion terms. The current work investigates the influence of these 

physiological factors on surface temperatures and on the detection of cancer. This section 

goes over the methods utilized to model thermal artifacts such as vessels near the surface 

and their impact on detection. Finally, parametric studies of the breast tissue and tumor 

blood perfusion terms were conducted to understand their significance in the heat transfer.  

3.5.1 Modeling Thermal Artifacts 

The female breast is an accessory reproductive organ and is a complex system made up of 

various tissue layers, the lobules, the ducts, and blood vessels. The blood vessels play an 

important role in supplying the breast with all the oxygen and nutrients it needs while 

regulating the temperature within the breast tissue. When capturing IR images of a breast, 

thermal artifacts created by superficial veins can be seen in the images along with their 



120 
 

thermal effects. Gershenson and Gershenson [414] showed the significance of superficial 

veins in a breast with cancer on the heat transfer in the tissue. The authors provided a 

method to identify and isolate vascularity in IR images to remove thermal effects from the 

veins. In the multi-view clinical IR images, thermal artifacts due to superficial veins were 

captured for the 23 biopsy-proven breast cancer patients described in Section 3.2.1. Figure 

35 shows some examples of IR images of breasts that capture thermal artifacts for patients 

4, 5, and 17. Patient 4 was reported to have bilateral breast cancer while both patients 5 

and 17 were reported to have breast cancer in their left respective breasts. In comparison 

to their contralateral healthy breast for patients 5 and 17, it is hard to distinguish between 

a breast with and without cancer. Gonzalez-Hernandez et al. [150] showed that the inverse 

heat transfer approach was able to detect the presence and absence of breast cancer 

regardless of thermal artifacts caused by vascularity. The IRI-NE was also able to detect 

the presence and absence of breast tumors regardless of vascularity [415,416]. This was 

potentially due to the ROI selection method established by Gonzalez-Hernandez et al. [150] 

that ignored the superficial vessels. This work aims to quantify the effects of thermal 

artifacts caused by vascularity and ROI selection on the detection of breast cancer. 
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Figure 35. Example IR images of patients with superficial vasculature for patients 4, 5, and 17. 

A simplistic approach was utilized to generate artificial thermal artifacts to test with the 

IRI-NE by modeling superficial veins. Superficial veins were modeled and incorporated 

inside the DBM of patient 17L using ANSYS SpaceClaim and Design Modeler. A 1-vessel 

model was generated for this work and placed 1.6 mm away from the surface, has a 

diameter of 1.6 mm, and was modeled to be ~28.0 mm long. Figure 36 shows the DBM of 

patient 17L with the 1-vessel model inside the DBM as well as the individual vessel model 

with dimensions. This model was utilized for thermal simulations in ANSYS Fluent and 

inverse modeling for breast cancer detection using the modified IRI-NE. For thermal 

simulations in ANSYS Fluent the vessel was modeled as a fixed constant temperature of 

310 K. At the interface between the vessel and breast tissue the wall is set to be coupled by 
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the Fluent software for thermal simulations. The thermal conductivity of blood was 

assigned to the vessel at 𝑘𝑘𝑏𝑏 = 0.52 W/m-K and a thermal conductivity of 𝑘𝑘ℎ = 0.45 W/m-

K was assigned to the breast and tumor tissues. The rest of the simulation was conducted 

using the thermal physical properties, bioheat transfer model, tumor heat generation model, 

and boundary conditions described in Section 3.2.3. 

 
Figure 36. Vessel model placed inside patient 17L’s DBM for a case with cancer and without 

cancer. 

  
 
 
Synthetic IR surface temperatures were generated for two cases, a case with cancer and a 

case without cancer, for both models utilizing the method described in Section 3.4.3. Prior 

to conducting inverse modeling, ROI selection was conducted for the 3D surface 

temperatures. This was conducted through a developed algorithm that selected the ROI 

points (𝑥𝑥𝑅𝑅𝑅𝑅𝑅𝑅 ,𝑦𝑦𝑅𝑅𝑅𝑅𝑅𝑅 , 𝑧𝑧𝑅𝑅𝑅𝑅𝑅𝑅) based on the criteria 𝑥𝑥𝑢𝑢𝑢𝑢𝑢𝑢𝑢𝑢𝑢𝑢 ≥ 𝑥𝑥𝑅𝑅𝑅𝑅𝑅𝑅 ≥ 𝑥𝑥𝑙𝑙𝑙𝑙𝑙𝑙𝑙𝑙𝑙𝑙, 𝑦𝑦𝑢𝑢𝑢𝑢𝑢𝑢𝑢𝑢𝑢𝑢 ≥ 𝑦𝑦𝑅𝑅𝑅𝑅𝑅𝑅 ≥

𝑦𝑦𝑙𝑙𝑙𝑙𝑙𝑙𝑙𝑙𝑙𝑙, and 𝑧𝑧𝑢𝑢𝑢𝑢𝑢𝑢𝑢𝑢𝑢𝑢 ≥ 𝑧𝑧𝑅𝑅𝑅𝑅𝑅𝑅 ≥ 𝑧𝑧𝑙𝑙𝑙𝑙𝑙𝑙𝑙𝑙𝑙𝑙. These criteria depend on a lower and upper coordinate 

values that were established based on the method developed by Gonzalez-Hernandez et al. 

[150]. In order to quantify the effects of the vessel, three different ROI selections were 

conducted. For the first case (Case 1), the ROI was selected to be in the lower outer 

quadrant (LOQ) of the breast, based on the quadrant localization tumor classification 
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method described in Section 1.4.3c and shown in Fig. 8. For the second case (Case 2), the 

ROI was selected to be in the lower inner quadrant (LIQ) of the breast. The last case (Case 

3) had the ROI be the entire breast surface similar to what was conducted in Section 3.4. 

Figure 37 shows the selected ROI for each ROI case for the 1-vessel model. Table 17 shows 

upper and lower coordinate values for each of these ROI cases. The 3D ROI selection 

algorithm was incorporated to the modified IRI-NE in order to select the same ROIs for 

comparison. The user had to change the values of the upper and lower coordinate criteria 

for the appropriate case study. Additionally, the modified IRI-NE was set to predict the 

tumor size, tumor location, and tissue thermal conductivity by the user prior to conducting 

inverse modeling. 

 

Figure 37. Selected ROI for the ROI cases for the 1-vessel model. 

 
Table 17. Values for the upper and lower coordinates for each ROI case. 

ROI Case 𝑥𝑥𝑙𝑙𝑙𝑙𝑙𝑙𝑙𝑙𝑙𝑙 
[cm] 

𝑥𝑥𝑢𝑢𝑢𝑢𝑢𝑢𝑢𝑢𝑢𝑢 
[cm] 

𝑦𝑦𝑙𝑙𝑙𝑙𝑙𝑙𝑙𝑙𝑙𝑙 
[cm] 

𝑦𝑦𝑢𝑢𝑢𝑢𝑢𝑢𝑢𝑢𝑢𝑢 
[cm] 

𝑧𝑧𝑙𝑙𝑙𝑙𝑙𝑙𝑙𝑙𝑙𝑙 
[cm] 

𝑧𝑧𝑢𝑢𝑢𝑢𝑢𝑢𝑢𝑢𝑢𝑢 
[cm] 

Case 1 23.6 29.7 4.7 9.0 4.9 12.0 
Case 2 17.6 23.6 3.4 8.5 11.0 17.1 
Case 3 17.6 29.7 0.4 11.0 4.9 17.1 
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3.5.2 Tumor Perfusion Heat Source Parametric Study 

When cancer cells are present within the breast, a tumor is formed by creating its vascular 

environment through angiogenesis utilizing the surrounding breast vessels to obtain 

nutrients. Breast tumors are known to be very metabolically active and highly perfused 

malignant masses that generate heat. In bioheat transfer modeling, breast tumors are 

modeled as heat sources through their metabolic heat generation and blood perfusion heat 

source. However, the contribution of angiogenesis through the blood perfusion heat source 

is not as well quantified as the metabolic heat generation (Eq. 26). The current work 

focused on the blood perfusion heat source in patients 1R and 17L by conducting three 

parametric studies for comparison: (i) variation of tumor blood perfusion rate and no tumor 

heat generation, (ii) no tumor blood perfusion rate and variation of tumor heat generation, 

and (iii) variation of tumor heat generation and fixed perfusion rate. The first parametric 

study investigated the effect of only having the tumor blood perfusion as the tumor heat 

source by varying the blood perfusion term from 1.8 × 10−4 1/s to 3.6 × 10−2 1/s at 

1.8 × 10−4 1/s increments and having 𝑄𝑄𝑡𝑡 = 0 W/m3 for tumor sizes of 10 mm to 20 mm 

at 0.5 mm increments. The range of the blood perfusion term was taken from literature that 

has reported a perfusion rate of 1.3 × 10−5 1/s to 9.5 × 10−4 1/s for healthy breast tissue 

and 9.3 × 10−4 1/s to 2.1 × 10−2 1/s for cancerous tissue [370]. The range for the tumor 

size was kept at 10 mm to 20 mm similar to the detectability study in order to test early 

detection and the effect of Tis and T1 stage tumors. Thermal simulations were conducted 

using ANSYS Fluent with the UDF utilized in Section 3.4.2 for parametric studies with the 

varying parameters being 𝑑𝑑𝑡𝑡 and 𝜔𝜔𝑡𝑡. Additionally, the surface temperature extraction UDF 

was utilized to extract the surface temperature for each parametric case. The tumor was 
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placed at tumor position (𝑥𝑥𝑚𝑚𝑚𝑚𝑚𝑚 ,𝑦𝑦6, 𝑧𝑧𝑚𝑚𝑚𝑚𝑚𝑚) in the anterior region of the breast shown in Fig. 

29 of the breast with a thermal conductivity of 𝑘𝑘ℎ = 0.42 W/m-K. 

The second parametric study had the tumor blood perfusion term as 𝜔𝜔𝑡𝑡 = 0 1/s and the 𝑄𝑄𝑡𝑡 

for the same tumor sizes from the first parametric study (10 mm to 20 mm at 0.5 mm 

increments). The last parametric study utilized a fixed tumor perfusion heat source and 

variable metabolic activity for the same values utilized in the first and second parametric 

studies. Thermal simulations of the parameter cases were conducted using the parametric 

UDF from Section 3.4.2. Table 18 shows a summary of the parametric studies including 

the total number of parametric cases and total number of simulation iterations for each 

study for 𝑁𝑁 = 200. Surface temperatures were also obtained for these parametric cases and 

compared using the following:  

 𝑅𝑅𝑅𝑅𝑅𝑅𝑅𝑅1,2 = ‖𝑻𝑻1 − 𝑻𝑻2‖2 (49) 

 𝑅𝑅𝑅𝑅𝑅𝑅𝑅𝑅1,3 = ‖𝑻𝑻1 − 𝑻𝑻3‖2 (50) 

where 𝑅𝑅𝑅𝑅𝑅𝑅𝑅𝑅 is the root mean square error, 𝑻𝑻1, 𝑻𝑻2 and 𝑻𝑻3 are the extracted surface 

temperatures for parametric studies 1, 2 and 3, respectively, and ‖∙‖2 is the L2-norm. This 

metric was utilized to quantify the thermal effects of tumor angiogenesis on the surface 

temperature. 

Table 18. Parametric study overview including total number of parametric cases, total simulation 
iteration number, and parameters under study for each case for 𝑁𝑁 = 200. 

Parametric Study 𝑀𝑀 𝑖𝑖𝑚𝑚𝑚𝑚𝑚𝑚 𝜷𝜷𝑗𝑗 
First Study 4200 840,000 𝑑𝑑𝑗𝑗,𝜔𝜔𝑗𝑗 
Second Study 21 4,200 𝑑𝑑𝑗𝑗 
Third Study 21 4,200 𝑑𝑑𝑗𝑗 
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Chapter 4: Results 

4.1 Breast Model Generation 

The generation of patient-specific DBMs was conducted on all 23 biopsy-prove breast 

cancer patients described in Section 3.2.1 using the method developed by Gonzlez-

Hernandez et al. [395] described in Section 3.2.2. These DBMs were generated for the use 

of bioheat transfer modeling of breast cancer through ANSYS Fluent simulation software. 

Although DBMs were available for the first seven patients, they were replicated to verify 

the method. Table 19 shows the size of the height 𝐻𝐻, width 𝑊𝑊, and length 𝐿𝐿 of the breast 

surface for each patient case. The average 𝐻𝐻, 𝑊𝑊, and 𝐿𝐿 values for the right breast were 

12.37 cm, 10.32 cm, and 8.66 cm, respectively. For the left breast the average 𝐻𝐻, 𝑊𝑊, and 

𝐿𝐿 values for the right breast were 12.16 cm, 10.40 cm, and 8.68 cm, respectively. Patients 

that have 𝐿𝐿 < 10 cm in both breasts are patients 1, 4, 7, 9, 10, 12-14, 17-20, 22, and 23 

while patients that have 𝐿𝐿 ≥ 10 cm are patients 2, 3, 5, 6, 8, 11, 15, 16, and 21. 
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Table 19. Breast surface measurements of the right and left breast for each patient case. 

Patient 
Right Breast Left Breast 

H [cm] W [cm] L [cm] H [cm] W [cm] L [cm] 
1 8.82 5.69 5.19 8.96 5.51 5.06 
2 9.10 6.00 10.38 9.10 5.95 10.19 
3 10.24 7.25 10.13 10.10 6.88 10.45 
4 9.66 11.65 9.01 9.52 11.71 9.40 
5 12.60 11.82 12.53 12.88 11.41 12.51 
6 10.06 11.06 12.02 10.06 10.73 11.73 
7 11.34 4.78 7.10 10.92 5.27 6.26 
8 14.89 14.36 10.03 16.41 16.15 10.34 
9 13.97 10.04 7.08 13.57 10.37 7.01 

10 13.49 13.25 5.18 10.84 12.88 5.26 
11 15.14 14.26 10.78 15.00 14.45 11.37 
12 12.81 8.81 9.15 14.33 9.03 7.20 
13 11.74 13.32 7.36 12.50 11.89 4.66 
14 10.46 8.27 6.68 10.43 9.12 7.86 
15 14.80 13.53 10.82 13.89 12.76 11.19 
16 17.04 15.72 11.64 16.87 14.96 11.17 
17 12.16 10.89 7.79 10.85 10.29 8.83 
18 11.98 7.81 6.26 12.28 8.24 7.54 
19 14.19 8.05 6.10 15.96 8.65 7.62 
20 8.76 8.79 7.35 8.18 8.98 7.84 
21 14.57 9.78 10.39 11.55 9.86 10.51 
22 15.58 9.08 6.87 14.97 9.07 6.49 
23 11.16 13.04 9.34 10.40 14.93 9.26 

 
4.2 Detection of Breast Cancer on Twenty-Three Patients 

The IRI-NE was developed to detect the presence of breast cancer on 23 biopsy-proven 

patients utilizing their respective IR surface temperatures captured by an in-house IRI 

system. The first seven patients were utilized to verify the algorithm worked effectively 

and efficiently. An additional 16 patients were utilized for validation of the algorithm to 

detect breast cancer. Figure 38 shows the comparison of the predicted tumor size from the 

IRI-NE and the tumor size obtained through MRI for the seven previous patients (Fig. 38a) 

and 16 new patients (Fig. 38b). As the results showed, the algorithm was able to detect the 

presence of breast cancer for all patients regardless of cancer type, breast density, and tumor 

depth. The results for the previous seven patients were similar to the results obtained by 
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Gonzalez-Hernandez et al. [150]. For both the previous and new cases, the IRI-NE was 

able to predict the presence of cancer for tumors smaller than 1 cm. The algorithm is set to 

predict tumor size values between 1 cm to 5 cm which means the smallest tumor the IRI-

NE was able to detect was 1 cm. This shows that a tumor smaller than 1 cm can provide 

enough heat generation that would be picked up by the IR camera and the algorithm. In 

terms of the contralateral healthy breast, except for patient 4 who had bilateral breast 

cancer, the IRI-NE was able to predict the absence of breast cancer. The algorithm did this 

by placing the tumor outside of the breast domain or at the chest wall where the heat source 

did not have a significant impact on the surface temperature. The IRI-NE obtained results 

after an average time of 2.5h when using a 4 core CPU computer and 30 min when using a 

10 core CPU computer. 
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Figure 38. Validation results of the IRI-NE for the (a) seven previous cases and (b) 16 additional 
cases. 

 
Table 20 provides the error, percent error, and percent error in tumor size prediction from 

the IRI-NE. Negative error values show an underestimation in prediction while positive 

error values show an overestimation in prediction. Tumors that give large errors are the 5 
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mm tumors as they are predicted to be 10 mm due to constraints implemented from 

Gautherie’s relation (Eq. 26). There are five patients that had 5 mm tumors (patient cases 

12L, 14R, 15R, 18L, and 22L). Omitting these patients gives the mean, max, and min 

absolute errors in tumor size as 1.8 mm, 5.0 mm, and 0.1 mm, respectively. Similarly, the 

mean, max, and min percent errors in tumor size were found to be 14.4%, 36.4%, and 0.5%, 

respectively. Overall, when comparing the predicted tumor size and actual tumor size for 

all cases gives a coefficient of determination of 𝑅𝑅2 = 0.9574, as shown in Fig. 39. This 

shows that the algorithm has good accuracy in predicting the tumor size from IR surface 

temperature. Although results show that the IRI-NE is able to accurately detect the 

presence and absence of breast cancer, the sample size of patients is too small to make any 

definitive conclusions. Therefore, there is a need for a larger clinical study in order to test 

the efficacy of this approach. Additionally, the ability of the IRI-NE to detect benign tumors 

is unknown due to all patients having malignant tumors. Further data collection and clinical 

studies are warranted for understanding the capabilities of the algorithm to detect benign 

tumors. 
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Table 20. Results for tumor size prediction error, absolute error, and percent error for all patient 
cases. 

Case 𝑑𝑑𝑝𝑝𝑝𝑝𝑝𝑝𝑝𝑝 [mm] 𝑑𝑑𝑒𝑒𝑒𝑒𝑒𝑒 [mm] 𝐸𝐸𝑑𝑑 [mm] 𝐸𝐸𝑑𝑑,𝐴𝐴𝐴𝐴𝐴𝐴 [mm] 𝐸𝐸𝑑𝑑,% [%] 

1R 12.9 14 -1.1 1.1 7.9 
2R 10 8 2.0 2.0 25.0 
3R 10 9 1.0 1.0 11.1 
4R 27.3 27 0.3 0.3 1.1 
4L 10 8 2.0 2.0 25.0 
5L 19.1 19 0.1 0.1 0.5 
6L 18.9 17 1.9 1.9 11.2 
7L 11.5 11 0.5 0.5 4.5 
8L 10 12 -2.0 2.0 16.7 
9R 15 11 4.0 4.0 36.4 
10R 10 11 -1.0 1.0 9.1 
11R 10 12 -2.0 2.1 17.5 
12L 10 5 5.0 5.0 100 
13L 10 13 -3.0 3.0 23.1 
14R 10 5 5.0 5.0 100 
15R 10 5 5.0 5.0 100 
16R 27 26 1.0 1.0 3.8 
17L 23.3 21 2.3 2.3 11 
18L 10 5 5.0 5.0 100 
19R 10 11 -1.0 1.0 9.1 
20L 10 9 1.0 1.0 11.1 
21L 10 15 -5.0 5.0 33.3 
22L 10 5 5.0 5.0 100 
23L 10 12 -2.0 2.0 16.7 

 



132 
 

 

Figure 39. Predicted tumor size vs actual tumor size obtained from MRI for all cases. 
4.3 Breast Cancer Detection using Surface Temperature 

Data 

Prior to establishing the detectability limits of the IRI-NE through various cases, a method 

was presented in Section 3.4.3 to generate synthetic IR surface temperatures to conduct 

inverse modeling using a modified IRI-NE. This section covers two studies utilized to 

verify the modified IRI-NE and the effect of noise in the detection of breast cancer.  

4.3.1 Verification with Eight Patients 

To verify that the modified IRI-NE works with synthetic IR surface temperatures, patient 

cases were utilized to create ground truth data using the properties and approach described 

in Section 3.4.5. Comparison was conducted between the results obtained using synthetic 

IR and clinical IR to understand how the data effect detection. Figure 40 shows the surface 

temperature distribution of the ground truth synthetic IR and clinical IR for patient case 

1R, as well as the predicted outcome from the IRI-NE. The rows compare the clinical IR 

ground truth and predicted surface temperature distribution with their synthetic IR 
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counterpart. As the results show, the synthetic IR is able to mimic the surface temperature 

distribution captured in the clinical IR. The columns compare the ground truth IR with the 

predicted temperature distribution results obtained from the inverse model. In comparison, 

the predicted temperatures obtained using the synthetic IR had better results than the 

predicted obtained from the clinical IR. This was true for all cases when comparing the 

clinical IR and synthetic IR ground truth and prediction. 

 

Figure 40. Verification results and comparison for patient case 1R. 
 
Table 21 shows the error in tumor size prediction using synthetic IR and clinical IR surface 

temperatures with the IRI-NE. For all cases, the algorithm detected the presence of breast 

cancer with a maximum absolute error of 3 mm, excluding patient case 12L. The prediction 

errors for the cases that utilized synthetic IR data were very similar to the cases that utilized 

clinical IR data. The differences in tumor prediction may be due to various factors such as 
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the tumor position, breast shape, breast size, breast density and the type of noise added to 

the synthetic data. Patient cases 8L, 10R, 12L, 13L, and 19L were cases of patients with 

deep tumors, tumors in the posterior region. Patient cases 1R and 17L are cases with tumors 

closer to the anterior region, or near the breast surface. This shows the importance of 

conducting the detectability study described in Section 3.4 to determine the factors that 

affect detection. Patient case 12L was modeled with an artificial 5 mm tumor with an 

approximate metabolic heat generation value of 70,000 W/m3, unlike the other cases that 

utilized Eq. 26. This is due to the heat generation rate being unknown for tumors smaller 

than 10 mm. Additionally, Eq. 26 was developed by Gautherie [112–114] to work for tumor 

sizes ranging from 10 mm to 50 mm based on the data he collected. The modified IRI-NE 

utilized this range as a constraint for prediction giving a 10 mm tumor as the smallest 

possible prediction. 

Table 21. Comparison of tumor size prediction error between results obtained using synthetic IR 
and clinical IR surface temperatures. 

Patient Ground Truth Synthetic IR Clinical IR 
𝑑𝑑𝑎𝑎𝑎𝑎𝑎𝑎 [mm] 𝑑𝑑𝑝𝑝𝑝𝑝𝑝𝑝𝑝𝑝 [mm] Error [mm] 𝑑𝑑𝑝𝑝𝑝𝑝𝑝𝑝𝑝𝑝 [mm] Error [mm] 

1R 14 12.5 -1.5 12.9 -1.1 
8L 12 15 3.0 10 -2.0 
10R 11 14 3.0 10 -1.0 
12L 5 10 5.0 10 5.0 
13L 13 10 -3.0 10 -3.0 
17L 21 23.3 2.3 23.3 2.3 
19R 11 12 1.0 10 -1.0 

 
To verify the modified IRI-NE can predict the absence of breast cancer, synthetic IR 

surface temperature data of a patient without cancer was utilized by the algorithm. For this 

case, the algorithm was able to predict the absence of breast cancer by placing the tumor 

at the chest wall. Figure 41 shows the surface temperature distribution for the ground truth 

data and predicted data of the healthy patient case. The maximum and mean absolute 
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difference in surface temperature between the predicted and ground truth data was 0.18 K 

and 0.04 K, respectively. 

 

Figure 41. Comparison of surface temperature distribution of the ground truth and predicted 
data for patient 9L case without cancer. 

 
4.3.2 Effect of Noise 

Synthetic IR surface temperatures were generated using a Gaussian noise with the noise 

level representing the thermal sensitivity of an IR camera. To quantify the effect of this 

noise level on the detection, four other noise levels were utilized to generate ground truth 

data and tested with the IRI-NE. The four noise levels selected for testing were 0 mK (no 

noise), 5 mK, 10 mK, and 40 mK in addition to the 20 mK noise utilized in the previous 

section. Figure 42 shows absolute error in tumor size for the different noise levels. Utilizing 

ground truth data with no noise gives the best results with an absolute error of 1.48 mm, as 

expected. All noise levels provide a similar absolute error value giving a mean absolute 

error of 1.51 mm with a standard deviation of 0.02 mm. The 20 mK noise provides an 

absolute error of 1.52 which is 0.04 mm higher than the 0 mK noise level and 0.01 mm 

from the mean value. In comparison with the clinical IR data absolute error of 1.1 mm, the 
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mean absolute error for all the noises is 0.41 mm higher while the 20 mK noise level is 

0.42 mm higher. The difference may be due to the thermal distribution from the clinical IR 

data having more detail than the synthetic IR due to the vasculature of the breast and tumor. 

The results show that utilizing synthetic IR data with ground truth tumor size and position 

can provide a good representation of the clinical IR data. Additionally, the results show 

that the effect of noise is minimal on the accuracy of detection. However, more tests are 

needed to evaluate the effect of the other factors described in Section 3.4 that may affect 

the detectability of the IRI-NE. 

 

Figure 42. Effect of noise level on the detection of breast cancer. 
 

4.4 Detectability Limits of IRI-Numerical Engine 

This section presents all the results for the parametric studies and the detectability study 

described in Section 3.4. Section 4.4.1 shows the effect of tumor size and position on the 

tumor size prediction for the two breast shapes (concave vs convex). Section 4.4.2 shows 

the effect of tumor size and position on the thermal contrast of the two breast shapes 

(concave and convex). Section 4.4.3 shows the effect of breast shape (concave vs convex) 
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and size (small, medium, and large) on the thermal contrast for models with tumors of 

various sizes and locations. Section 4.4.4 shows the effect of breast density through the 

thermal conductivity on the thermal contrast for tumors of various sizes in the posterior 

region of the convex geometry.  

4.4.1 Error in Tumor Size 

The ground truth data generated for the first parametric study described in Section 3.4.2 

was utilized with the IRI-NE to conduct inverse modeling using synthetic IR surface 

temperatures. This was conducted on the two base geometries (concave and convex) for 2 

tumor sizes (10 mm and 20 mm) and 10 tumor positions described in Section 3.4.1. The 

goal of this study was to investigate the effect of tumor size and position in each base 

geometry on the detection accuracy. 

Figure 43 shows the predicted tumor size for the concave geometries at two different noise 

levels (20 mK and 40 mK). The blue circles represent the actual tumor size while the dark 

grey circles represent the predicted tumor size from the algorithm. Both the circles are not 

to scale of their represented sizes, but the sizes of the dark grey circles are with respect to 

the size of the blue circles. The values inside of the circles are the values of the predicted 

tumor size in millimeters. The first column provides the predicted tumor sizes for the 10 

mm (Fig. 43a) and 20 mm (Fig. 43c) at the 10 tumor positions when utilizing 20 mK noise 

level on the ground truth data. The second column (Figs. 43b and 43d) provides the results 

for the cases that utilized a 40 mK noise level on the ground truth data. For all cases, the 

algorithm was able to predict the presence of breast cancer regardless of tumor size, tumor 

position, and noise level. As the results show, the noise level does not have a significant 

impact on the predicted size given that the predicted tumor size is similar between the 20 
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mK and 40 mK cases. However, the tumor size and position have been shown to have a 

bigger impact on the prediction size of the algorithm. From Fig. 43, it can be observed that 

the 20 mm tumors are predicted more accurately than the 10 mm tumors regardless of 

tumor position. Although the results of the tumor position are not provided as the focus is 

on the tumor size prediction, the IRI-NE predicted an equivalent tumor size at the 

appropriate location to match the surface temperatures from the ground truth data. 

 

Figure 43. Prediction results for the concave base model with a (a) 10 mm tumor with 20 mK 
noise, (b) 10 mm tumor with 40 mK noise, (c) 20 mm tumor with 20 mK noise, and (d) 20 mm 

tumor with 40 mK noise. 
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Further analysis of the results was conducted to determine the effect of tumor depth on the 

tumor size prediction on the concave base geometry. Table 22 shows error in tumor size 

𝐸𝐸𝑑𝑑 for the concave base case for the two tumor sizes with the two noise levels. Similar to 

results shown in Fig. 43, the noise level has no significant impact on 𝐸𝐸𝑑𝑑, but the tumor size 

does have a significant impact. This may be due to the bigger tumors having a wider span 

of heat transfer than smaller tumors. The median, mean, and max absolute error |𝐸𝐸𝑑𝑑| in 

tumor size for the 10 mm case with 20 mK noise was 5.3 mm, 5.5 mm, and 7.3 mm. For 

the 20 mm case with 20 mK noise the median, mean, and max |𝐸𝐸𝑑𝑑| in tumor size was 2.1 

mm, 2.4 mm, and 4.4 mm. This shows that the tumor size was more accurately predicted 

in the 20 mm tumor cases compared to the 10 mm tumor cases. Additionally, the results 

show that the algorithm can obtain accurate prediction regardless of tumor depth. 

Table 22. Error in tumor size at various depths in the concave base model for the 10 mm and 20 
mm tumor cases at 20 mK and 40 mK noise levels. 

Tumor 
Depth Location 

10 mm Tumor 20 mm Tumor 
20 mK Noise 40 mK Noise 20 mK Noise 40 mK Noise 

𝐸𝐸𝑑𝑑 [mm] 𝐸𝐸𝑑𝑑 [mm] 

Posterior 

𝑃𝑃11 4.1 4.9 −3.7 −3.2 
𝑃𝑃12 4.8 4.7 −0.8 −1.2 
𝑃𝑃13 3.9 3.7 1.6 1.3 
𝑃𝑃21 4.8 4.6 −0.6 −0.3 
𝑃𝑃22 5.8 6.0 2.6 2.4 
𝑃𝑃23 4.4 4.0 1.6 1.6 

Mid 
𝑃𝑃3 5.9 6.0 1.6 1.8 
𝑃𝑃4 6.7 6.3 3.3 3.3 
𝑃𝑃5 7.3 7.2 4.4 1.1 

Anterior 𝑃𝑃6 7.0 7.0 3.6 3.7 
 
For the convex case, similar results were observed in terms of the tumor prediction at the 

various locations for the two tumor sizes (10 mm and 20 mm) and two noise levels (20 mK 

and 40 mK) as shown in Fig. 44. Just like the concave cases, the algorithm was able to 
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detect the presence of the tumor for all tumor positions and tumor cases with the noise level 

playing little to no significance in the predicted tumor size. The tumor size played a role in 

the accuracy of predicted size with 20 mm tumors having a higher prediction accuracy in 

comparison to 10 mm tumors. 

 

Figure 44. Prediction results for the convex base model with a (a) 10 mm tumor with 20 mK 
noise, (b) 10 mm tumor with 40 mK noise, (c) 20 mm tumor with 20 mK noise, and (d) 20 mm 

tumor with 40 mK noise. 
 
Analyzing 𝐸𝐸𝑑𝑑 for the convex model further shows that the noise level did not affect the 

accuracy of prediction while the tumor size played a major role. Table 23 provides the error 
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in tumor size 𝐸𝐸𝑑𝑑 for the convex base cases at the various tumor depth. The mean, median, 

and maximum |𝐸𝐸𝑑𝑑|  for the 10 mm tumor with 20 mK noise cases were 2.1 mm, 2.3 mm, 

and 3.6 mm, respectively. For the 20 mm tumor with 20 mK noise cases, the mean, median, 

and maximum |𝐸𝐸𝑑𝑑| were 1.7 mm, 1.5 mm, and 4.0 mm. As the results show, the mean and 

median |𝐸𝐸𝑑𝑑| values for the 10 mm tumor cases were larger than the 20 mm cases. However, 

the maximum |𝐸𝐸𝑑𝑑| values for both cases were similar which shows that breast shape or size 

may play a bigger role in the prediction. This is due to the fact that the predicted tumor is 

an equivalent tumor placed at the appropriate tumor location to match the surface 

temperature. As for the noise level, the 𝐸𝐸𝑑𝑑 values did not significantly change when 

utilizing different noise levels, but a higher difference for the 20 mm tumor cases was 

observed in comparison to the concave base model cases. Further analysis was needed to 

verify that the noise level impact at the various tumor positions in the convex base model. 

Table 23. Error in tumor size at various depths in the convex base model for the 10 mm and 20 
mm tumor cases at 20 mK and 40 mK noise levels. 

Tumor 
Depth Location 

10 mm Tumor 20 mm Tumor 
20 mK Noise 40 mK Noise 20 mK Noise 40 mK Noise 

𝐸𝐸𝑑𝑑 [mm] 𝐸𝐸𝑑𝑑 [mm] 

Posterior 

𝑃𝑃11 0.3 0.6 −4.0 −4.7 
𝑃𝑃12 1.0 0.4 −3.4 −3.3 
𝑃𝑃13 2.6 2.4 0.9 1.0 
𝑃𝑃21 2.1 1.1 −1.8 −2.0 
𝑃𝑃22 1.2 1.8 −1.4 −0.9 
𝑃𝑃23 3.6 3.3 1.6 1.6 

Mid 
𝑃𝑃3 1.8 1.7 −0.1 0.0 
𝑃𝑃4 2.5 2.7 0.9 1.0 
𝑃𝑃5 3.0 2.7 1.4 1.4 

Anterior 𝑃𝑃6 3.3 3.1 1.5 1.5 
 
Further analysis was conducted for the 20 mm tumor case placed along the centerline 

(𝑃𝑃1,𝑃𝑃2,𝑃𝑃3,𝑃𝑃4,𝑃𝑃5,𝑃𝑃6) by conducting inverse modeling with the IRI-NE for ground truth 
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data at various noise levels (0 mK, 5 mK, 10 mK, 20 mK, and 40 mK). Figure 45 shows 

the |𝐸𝐸𝑑𝑑| for a 20 mm tumor at the different positions with different noise levels including 

the average |𝐸𝐸𝑑𝑑| at each position. As the figure shows, the noise level had little to no impact 

on the prediction especially for positions 𝑃𝑃3, 𝑃𝑃4, 𝑃𝑃5, and 𝑃𝑃6 which had standard deviation 

values of |𝐸𝐸𝑑𝑑| of 0.05 mm, 0.05 mm, 0.04 mm and 0.02 mm, respectively. The mean |𝐸𝐸𝑑𝑑| 

values at positions 𝑃𝑃3 to 𝑃𝑃6 were 0.09 mm, 0.91 mm, 1.39 mm, and 1.51 mm, respectively. 

The values were 0.02 mm, 0.04 mm, 0.02 mm and 0.03 mm away from the |𝐸𝐸𝑑𝑑| obtained 

from the 0 mK noise level at their respective positions. The positions that had the most 

impact by the noise level were at position 𝑃𝑃1 and 𝑃𝑃2. At position 𝑃𝑃1 the value of |𝐸𝐸𝑑𝑑| goes 

from 3.98 mm to 4.65 mm and has a mean |𝐸𝐸𝑑𝑑| value of 4.29 mm with standard deviation 

of 0.25 mm. For 𝑃𝑃2 the results show a small impact from the noise level with values of |𝐸𝐸𝑑𝑑| 

going from 1.65 mm to 2.04 mm and with a mean |𝐸𝐸𝑑𝑑| value of 1.78 mm with a standard 

deviation of 0.15 mm. The higher standard deviation values may be due to 𝑃𝑃1 and 𝑃𝑃2 being 

closer to the chest wall region for the convex base model in comparison to 𝑃𝑃1 and 𝑃𝑃2 in the 

concave base model. This shows that breast shape and size may play a bigger role in the 

accuracy of detection especially for deep tumors. Regardless of the higher standard 

deviation |𝐸𝐸𝑑𝑑| value, the |𝐸𝐸𝑑𝑑| values for the 20 mK noise level at every position was either 

better or about the same as the average |𝐸𝐸𝑑𝑑| value and the |𝐸𝐸𝑑𝑑| value for the 0 mK noise 

level. This further shows the validity of utilizing synthetic IR data made with 20 mK noise 

with the IRI-NE for accuracy prediction of the presence of breast cancer. 
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Figure 45. Effect of noise level at the centerline tumor position on the tumor size prediction error. 
 

4.4.2 Effect of Tumor Diameter and Depth 

The previous section showed that the IRI-NE is able to predict the presence of tumors 

regardless of tumor location and tumor size in each base model. Additionally, the results 

from the previous section showed that a tumor in the first tumor position 𝑃𝑃1 in the convex 

case had a larger prediction error. To understand the reasoning for this, the internal 

temperature distribution of the breast was investigated using the method described in 

Section 3.4.5 for the convex base model. For this method, the temperature along the 

centerline was taken for a tumor in position 𝑃𝑃1 for various tumor sizes. Figure 46 shows a 

plot of the internal temperature distribution along the centerline for varying tumor sizes 1 

cm to 2 cm at 0.2 cm increments and for the same breast model without a tumor. The results 

show an increase in temperature due to the presence of a tumor when compared to the 

breast with no tumor. The maximum internal temperature increases from 309.97 K for a 
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breast without a tumor to 310.08 K when introducing a 1 cm tumor. Although the metabolic 

heat generation of a 1 cm tumor is larger than a 2 cm tumor, the internal temperature 

increases to 311.35 K when introducing a 2 cm tumor. This is due to larger tumors affecting 

larger volumes of tissue in comparison to smaller tumors and therefore distributing a larger 

volume of heat. All tumors introduce a variation to the temperature distribution especially 

in the region where the tumor spreads (tumor diameter length). The increase occurs 

gradually as the healthy tissue turns into cancerous tissue and then decreases as the cancer 

tissue turns back into healthy tissue. This decrease in temperature that matches the trend 

observed in the breast with no tumor is due to perfusion term in healthy tissue from Eq. 24 

acting as a heat sink. This simulates how the body regulates its temperature even after an 

additional heat source. The temperature distribution continues to drop to the closer surface 

due to the convective heat transfer from the ambient temperature cooling off the skin. 

However, the presence of a tumor introduces a slight increase in temperature at the surface. 

Without the presence of a tumor the temperature at the surface along the centerline is 

303.35 K which increases to 303.4 K when a 1 cm tumor is introduced and to 303.6 K 

when a 2 cm tumor is introduced. The 50 mK difference at the surface between a breast 

without a tumor and with a 1 cm tumor shows why inverse heat transfer-based detection is 

able to detect the presence of a tumor heat source. These results show the thermal impact 

deep tumors have on the internal temperature of the body and on the surface temperature. 
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Figure 46. Internal temperature distribution plotted against the distance along the center line for 
patient 1R with varying tumor sizes. 

 
Further studies were conducted to investigate the effect of the tumor size and location on 

the surface temperature using the maximum thermal contrast ∆𝑇𝑇𝑚𝑚𝑚𝑚𝑚𝑚 described in Section 

3.4.5. This was done by using the results of the second parametric study described in 

Section 3.4.2. The value of ∆𝑇𝑇𝑚𝑚𝑚𝑚𝑚𝑚 for each base model (concave and convex) with tumors 

of various sizes (10 mm to 20 mm at 2.5 mm increments) at the centerline positions 𝑃𝑃1 to 

𝑃𝑃6 was utilized to observe the effects on the breast surface. The tumor positions were 

represented using a normalized distance from the chest 𝑌𝑌∗ using the method from Eq. 39 

described in Section 3.4.1. 

Figure 47 shows the calculated ∆𝑇𝑇𝑚𝑚𝑚𝑚𝑚𝑚 values for the concave (Fig. 47a) and convex (Fig. 

47b) base model cases. For both breast models and all parametric cases, the ∆𝑇𝑇𝑚𝑚𝑚𝑚𝑚𝑚 value 

was above the 20 mK thermal sensitivity threshold. This shows that an IR camera would 

be able to capture the surface temperature effected by these size tumors at various depths. 
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It is important to note that the ∆𝑇𝑇𝑚𝑚𝑚𝑚𝑚𝑚 values for the convex cases are higher than the ∆𝑇𝑇𝑚𝑚𝑚𝑚𝑚𝑚 

values in the concave cases. An example can be seen for a 10 mm at the first tumor position 

in the concave base model at 𝑌𝑌∗ = 0.12 having ∆𝑇𝑇𝑚𝑚𝑚𝑚𝑚𝑚 = 0.73 K, while in a convex base 

model at 𝑌𝑌∗ = 0.11 having ∆𝑇𝑇𝑚𝑚𝑚𝑚𝑚𝑚 = 0.92 K. This validates that the breast shape also 

influences ∆𝑇𝑇𝑚𝑚𝑚𝑚𝑚𝑚, but further tests are needed to quantify the influence. The results show 

that as the tumor size increases or as the tumor is placed further away from the chest wall 

region, the value of ∆𝑇𝑇𝑚𝑚𝑚𝑚𝑚𝑚 also increases for both breast models. The increase in ∆𝑇𝑇𝑚𝑚𝑚𝑚𝑚𝑚 as 

the tumor is placed further away from the chest wall region was observed to increase 

nonlinearly. This shows that the tumor size and location highly affect the surface 

temperature distribution, as well as shows the concept of utilizing equivalent tumors. For 

example, a 10 mm tumor placed at 𝑌𝑌∗ = 0.67 can have an equivalent 15 mm tumor at about 

𝑌𝑌∗ = 0.52 in the convex base model that can have the same ∆𝑇𝑇𝑚𝑚𝑚𝑚𝑚𝑚 according to the plot in 

Fig. 47b. For the concave base model, a 15 mm tumor at 𝑌𝑌∗ = 0.63 can have an equivalent 

20 mm tumor at about 𝑌𝑌∗ = 0.51 with the same ∆𝑇𝑇𝑚𝑚𝑚𝑚𝑚𝑚 according to the plot in Fig. 47a.  
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Figure 47. Effect of tumor size and position on the maximum thermal contrast for the (a) concave 
and (b) convex base models. 
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The difference between these equivalent tumors is in the area that these tumors affect due 

to their distance to the nearest surface. Bigger tumors would affect larger areas in 

comparison to smaller tumors that are in the same tumor position. The distance between a 

tumor position 𝑷𝑷𝑖𝑖 and the nearest surface point 𝑷𝑷𝑠𝑠𝑠𝑠𝑠𝑠𝑠𝑠,𝑖𝑖 is obtained through the following:  

 𝑆𝑆𝑖𝑖 = �𝑷𝑷𝑠𝑠𝑠𝑠𝑠𝑠𝑠𝑠,𝑖𝑖 − 𝑷𝑷𝑖𝑖� (51) 

where 𝑆𝑆𝑖𝑖 is the distance from the surface to tumor position 𝑖𝑖, and ‖∙‖ is the Euclidean norm. 

Table 24 shows the results of utilizing Eq. 51 using a search function the finds the shortest 

distance from the tumor center points to the breast surface. As the results show, the convex 

model has a smaller distance to the surface in comparison to the concave model especially 

for positions 𝑃𝑃1 to 𝑃𝑃5. For position 𝑃𝑃6 the distance to the surface for both breast models are 

close in value. These values make sense as the concave model is larger in size and longer 

in shape than the convex model. This shows that both the breast shape and size influence 

the surface temperature distribution from a tumor heat source. However, further 

investigation is needed to quantify the effect of the breast shape and size on ∆𝑇𝑇𝑚𝑚𝑚𝑚𝑚𝑚, which 

the next section goes over. Overall, the results from this section have shown that the tumor 

size and location highly impact the surface temperature. Furthermore, these results have 

shown that these surface temperatures can be picked up by an IR camera with thermal 

sensitivity of 20 mK. 

Table 24. Distances from the tumor positions to the nearest surface point for both models. 

Model Type 𝑆𝑆1 [cm] 𝑆𝑆2 [cm] 𝑆𝑆3 [cm] 𝑆𝑆4 [cm] 𝑆𝑆5 [cm] 𝑆𝑆6 [cm] 
Concave  3.16 3.06 3.07 3.08 2.52 1.59 
Convex  2.43 2.46 2.49 2.35 1.87 1.40 
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4.4.3 Effect of Breast Shape and Size 

In order to quantify the effect of the breast shape and size on the surface temperature 

distribution and detection of breast cancer, parametric studies were conducted on scaled 

breast geometries. The concave and convex breast geometries were utilized to generate 

scaled breast geometries utilizing the method described in Section 3.4.1. The third 

parametric study from Section 3.4.2 was conducted where 2 tumor sizes (10 mm and 20 

mm) were placed at the 6 tumor positions along the centerline for each breast geometry. 

Similar to the previous section, the ∆𝑇𝑇𝑚𝑚𝑚𝑚𝑚𝑚 values were utilized to quantify the effect of the 

breast shape and size.  

Figure 48 shows a plot of the ∆𝑇𝑇𝑚𝑚𝑚𝑚𝑚𝑚 value for a 10 mm tumor placed at the centerline tumor 

positions 𝑃𝑃1 to 𝑃𝑃6 in the concave base and scaled models (small, medium, and large). The 

tumor position number (1-6) was utilized instead of 𝑌𝑌∗ to standardize the plotted results. 

All ∆𝑇𝑇𝑚𝑚𝑚𝑚𝑚𝑚 values were above the 20 mK threshold value, with the lowest value being 

∆𝑇𝑇𝑚𝑚𝑚𝑚𝑚𝑚 = 27.6 mK at 𝑃𝑃1 in the large model. This shows that an IR camera with 20 mK 

thermal sensitivity can capture the temperature distribution of a 10 mm tumor at all of the 

centerline positions. Additionally, the results show a nonlinear increase in ∆𝑇𝑇𝑚𝑚𝑚𝑚𝑚𝑚 value as 

the distance from the chest wall region increases or as the tumor moves from 𝑃𝑃1 to 𝑃𝑃6, 

similar to the previous section. In contrast, it is observed that ∆𝑇𝑇𝑚𝑚𝑚𝑚𝑚𝑚 decreases nonlinearly 

as the breast size increases from small to large. This is due to the distance from the surface 

increasing as the breast size increases for a non-symmetrical geometry. The ∆𝑇𝑇𝑚𝑚𝑚𝑚𝑚𝑚 values 

for the medium scaled concave model were very similar to the concave base model with 

some deviation as the base model is a medium size breast. The deviation is due to scaling 

changing the 𝐿𝐿𝑦𝑦 geometric length of the base model from 10.6 cm to 9.0 cm. This is 
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reflected starting at 𝑃𝑃4 as the decrease in this length increased the ∆𝑇𝑇𝑚𝑚𝑚𝑚𝑚𝑚 value. This shows 

the importance of utilizing patient-specific breast geometries to better understand the 

thermal characteristics of breast cancer. Furthermore, this shows the impact of breast size, 

but further studies are needed to better quantify the effect on the breast surface and 

detection of breast cancer. 

 

Figure 48. Plotted results showing the effect of breast size on the thermal contrast for the 
concave model with a 10 mm tumor placed along the centerline positions. 

 
Further investigation on the effect of breast size for the concave breast model on the surface 

temperature distribution was conducted using a 20 mm tumor at the centerline positions 𝑃𝑃1 

to 𝑃𝑃6. Figure 49 shows the ∆𝑇𝑇𝑚𝑚𝑚𝑚𝑚𝑚 values plotted against the tumor position for the base and 

scaled concave models. The range for the ∆𝑇𝑇𝑚𝑚𝑚𝑚𝑚𝑚 axis was set to the same range as the one 

showed in Fig. 48 for comparison. The same trends are observed as the concave cases with 

a 10 mm tumor, where ∆𝑇𝑇𝑚𝑚𝑚𝑚𝑚𝑚 increases as the tumor position increases and decreases as 
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the breast size increases. Also, for all breast sizes the ∆𝑇𝑇𝑚𝑚𝑚𝑚𝑚𝑚 values are above the 20 mK 

threshold with the lowest value being ∆𝑇𝑇𝑚𝑚𝑚𝑚𝑚𝑚 = 49.5 mK at 𝑃𝑃1 in the large concave model. 

Similar to what was shown in Section 4.4.2, the 20 mm tumor increases the ∆𝑇𝑇𝑚𝑚𝑚𝑚𝑚𝑚 values 

for all breast geometry cases. This is clearly shown in Fig. 49 where some values are not 

visible due to them being above the max ∆𝑇𝑇𝑚𝑚𝑚𝑚𝑚𝑚 value in the ∆𝑇𝑇𝑚𝑚𝑚𝑚𝑚𝑚 axis. The results for 

the concave cases with 10 mm and 20 mm tumors show that their surface temperature 

distribution can be captured by an IR camera with a 20 mK thermal sensitivity. 

Additionally, this shows that tumors of size between 10 mm to 20 mm at the various 

positions can be detected utilizing a thermal approach for at least the concave models. 

 

Figure 49. Plotted results showing the effect of breast size on the thermal contrast for the 
concave model with a 20 mm tumor placed along the centerline positions. 

 
To study the effect of breast shape, ∆𝑇𝑇𝑚𝑚𝑚𝑚𝑚𝑚 values were obtained for the convex base and 

scaled models. Figure 50 shows the ∆𝑇𝑇𝑚𝑚𝑚𝑚𝑚𝑚 plotted for a 10 mm tumor place along the 
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centerline positions 𝑃𝑃1 to 𝑃𝑃6 for the base and scaled convex models. Similar to the concave 

cases, the ∆𝑇𝑇𝑚𝑚𝑚𝑚𝑚𝑚 value increases as the tumor position increases and as the breast size 

decreases. However, the ∆𝑇𝑇𝑚𝑚𝑚𝑚𝑚𝑚 values are lower than the concave cases with 10 mm tumor 

with the convex case having 0.96 K as the highest value while the concave case had 1.31 

K. This shows that the breast shape has an impact on the surface temperature distribution. 

The base and small convex models have similar ∆𝑇𝑇𝑚𝑚𝑚𝑚𝑚𝑚 values for 𝑃𝑃1 to 𝑃𝑃3 since the base 

convex model is considered a small breast geometry. The base, small, and medium convex 

models have ∆𝑇𝑇𝑚𝑚𝑚𝑚𝑚𝑚 values above the 20 mK threshold for all tumor positions with the 

lowest value being ∆𝑇𝑇𝑚𝑚𝑚𝑚𝑚𝑚 = 43.8 mK at 𝑃𝑃1 in the medium convex model. The large convex 

model has ∆𝑇𝑇𝑚𝑚𝑚𝑚𝑚𝑚 values above 20 mK only for tumor positions 𝑃𝑃4 to 𝑃𝑃6. Figure 50 also 

shows a zoomed in version of the plot at 𝑃𝑃1 to 𝑃𝑃4 which shows that ∆𝑇𝑇𝑚𝑚𝑚𝑚𝑚𝑚 is below the 

threshold for 𝑃𝑃1 to 𝑃𝑃3 with the highest value being ∆𝑇𝑇𝑚𝑚𝑚𝑚𝑚𝑚 = 19.9 mK at 𝑃𝑃3 for the large 

convex model.  The smallest ∆𝑇𝑇𝑚𝑚𝑚𝑚𝑚𝑚 was shown to be ∆𝑇𝑇𝑚𝑚𝑚𝑚𝑚𝑚 = 14.4 mK at 𝑃𝑃1 for the large 

convex model. This shows that tumors at positions 𝑃𝑃1 to 𝑃𝑃3 in a large breast geometry 

would not be detectable if utilizing an IR camera with 20 mK thermal sensitivity.  
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Figure 50. (Top) Plotted results of the thermal contrast for a 10 mm tumor at tumor positions 
along the centerline for the convex base and scaled models. (Bottom) Zoomed in plot of the 

results for tumor positions 1-4 to show the maximum thermal contrast below the 20 mK 
threshold. 

 
To further investigate the effect of breast size on the surface temperature distribution the 

same parametric studies were conducted on the convex base and scaled model with a 20 

mm tumor. Figure 51 shows the ∆𝑇𝑇𝑚𝑚𝑚𝑚𝑚𝑚 values for a 20 mm tumor at tumor positions 𝑃𝑃1 to 
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𝑃𝑃6 for the base and scaled convex models. All previous trends shown in the concave cases 

and the previous convex case are the same for this parametric case, with an increase of 

∆𝑇𝑇𝑚𝑚𝑚𝑚𝑚𝑚 for an increase in tumor position and decrease in breast size. Additionally, just like 

the comparison between the 10 mm and 20 mm concave cases the 20 mm convex cases 

have a higher ∆𝑇𝑇𝑚𝑚𝑚𝑚𝑚𝑚 values compared to the 10 mm convex cases. This was shown 

especially with all ∆𝑇𝑇𝑚𝑚𝑚𝑚𝑚𝑚 values being above the 20 mK threshold for all breast models, 

unlike the 10 mm convex cases. The lowest ∆𝑇𝑇𝑚𝑚𝑚𝑚𝑚𝑚 value was found to be ∆𝑇𝑇𝑚𝑚𝑚𝑚𝑚𝑚 = 20.4 

mK at 𝑃𝑃1 in the large convex model an increase from 14.4 mK. This further validates that 

the tumor position, tumor size, breast shape, and breast size highly impact the detectability 

of breast cancer. The IR camera utilized for the clinical validation study presented in 

Section 4.2 was shown to have a thermal sensitivity of < 20 mK but The exact value for 

the thermal sensitivity was not disclosed by the manufacturer. The value of the thermal 

sensitivity may be below the lowest ∆𝑇𝑇𝑚𝑚𝑚𝑚𝑚𝑚 value of 14.4 mK obtained for the large convex 

model. There have been studies showing thermal sensitivity values as low as 7 mK [230], 

which shows that these tumors can be captured using a very thermal sensitive IR camera. 

This shows the need for improvements in current IR technology in order to improve the 

detectability of breast cancer through an IRI inverse heat transfer approach. 
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Figure 51. Plotted results of the thermal contrast for a 20 mm tumor at tumor positions along the 
centerline for the convex base and scaled models. 

 
Focusing on deep tumors, tumors in the posterior region at 𝑃𝑃1, the maximum thermal 

contrast ∆𝑇𝑇𝑚𝑚𝑚𝑚𝑚𝑚 of the surface was plotted as a function of tumor size 𝑑𝑑𝑡𝑡 for the scaled 

convex models. Figure 52 shows the results for the ∆𝑇𝑇𝑚𝑚𝑚𝑚𝑚𝑚 vs 𝑑𝑑𝑡𝑡 plot for the small, medium, 

and large convex models. The plots show that ∆𝑇𝑇𝑚𝑚𝑚𝑚𝑚𝑚 increase as 𝑑𝑑𝑡𝑡 increases for a fixed 

patient geometry but decreases as the breast size increases for a fixed tumor size. This is 

due to a larger area of tissue that is being added that surrounds the tumor giving a longer 

distance for the heat to transfer from the tumor to the surface of the breast. The results for 

the small breast geometry show that ∆𝑇𝑇𝑚𝑚𝑚𝑚𝑚𝑚 goes from 0.14 K to 0.60 K for a 1 cm and 2 

cm tumor, respectively. For the medium breast geometry, ∆𝑇𝑇𝑚𝑚𝑚𝑚𝑚𝑚 goes from 0.04 K to 0.19 

K for 1 cm and 2 cm tumors, respectively. Finally, the results for a large breast geometry 

show that ∆𝑇𝑇𝑚𝑚𝑚𝑚𝑚𝑚 goes from 15.2 mK to 65.3 mK for a 1 cm and 2 cm tumor, respectively. 

For the small and medium breast cases, all ∆𝑇𝑇𝑚𝑚𝑚𝑚𝑚𝑚 values are above the 20 mK IR camera 
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thermal sensitivity threshold. The large breast case starts below this threshold for 1 cm, 

1.05 cm, and 1.1 cm tumors, but then reaches 20.7 mK for a 1.15 cm tumor. The FLIR 

SC6700 IR camera utilized in the clinical validation study has a thermal sensitivity of <20 

mK. This indicates that these tumor sizes and their thermal effects may still be captured by 

the IR camera. A more sensitive IR camera would most definitely pick up the thermal 

signatures from this tumor. This shows that detectability limits for the IRI inverse heat 

transfer approach are dependent on the thermal sensitivity of the IR camera. 

 

Figure 52. Plot of maximum surface thermal contrast as a function of tumor size (diameter) for 
three breast sizes. 

 
4.4.4 Effect of Breast Density 

The breast density has been shown to provide challenges in the detection of breast cancer 

in the current screening paradigm, especially in mammography [11,75]. In IR 

thermography and IRI, breast density has shown to play a role in capturing the thermal 

abnormality caused by a tumor heat source through the thermal conductivity [112–114]. 
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However, there have not been studies indicating the influence of breast density through 

thermal conductivity values in the detection of breast cancer. As the results from Sections 

4.4.1 to 4.4.3 have shown, factors that affect the surface temperature distribution also affect 

the detectability of breast cancer. Furthermore, the results have shown that deep tumors 

may be harder to detect depending on the breast shape and size. Therefore, the fifth 

parametric study described in Section 3.4.2 on the convex base model for deep tumors of 

various sizes at 𝑃𝑃1 was conducted. 

Figure 53 shows the plotted results of ∆𝑇𝑇𝑚𝑚𝑚𝑚𝑚𝑚 as a function of the thermal conductivity 𝑘𝑘 

for 5 tumor sizes to determine the thermal effect of breast density on breast cancer. The 

results show that ∆𝑇𝑇𝑚𝑚𝑚𝑚𝑚𝑚 increases as breast density and tumor size increases but becomes 

constant as the breast tissue gets denser. This is very apparent in tumor sizes such as the 

12.5 mm and 15 mm tumor sizes where their respective ∆𝑇𝑇𝑚𝑚𝑚𝑚𝑚𝑚 values go from 0.14 K to 

0.23 K and from 0.2 K to 0.34 K. The ∆𝑇𝑇𝑚𝑚𝑚𝑚𝑚𝑚 values become constant at 0.35 W/m-K and 

0.45 W/m-K for the 12.5 mm and 15 mm tumor sizes, respectively. Also, the results the 

constant ∆𝑇𝑇𝑚𝑚𝑚𝑚𝑚𝑚 value shifts towards the denser breast tissue areas as the tumor sizes 

increases. The constant ∆𝑇𝑇𝑚𝑚𝑚𝑚𝑚𝑚 value for a 10 mm tumor starts at 0.3 W/m-K but starts at 

0.5 W/m-K for a 20 mm tumor. This shows that breast density has a more significant effect 

on larger tumors than on smaller tumors, especially on tumors smaller than 15 mm. The 10 

mm and 12.5 mm tumor cases show a total ∆𝑇𝑇𝑚𝑚𝑚𝑚𝑚𝑚 increase of 0.05 K and 0.09 K, 

respectively. All ∆𝑇𝑇𝑚𝑚𝑚𝑚𝑚𝑚 values for each case are above the IR camera thermal sensitivity 

value of 0.02 K described previously. This signifies that the thermal effects of a 10 mm 

tumor can be captured by a 20 mK thermal sensitive IR camera regardless of breast density. 

Furthermore, the results show that utilizing a fixed thermal conductivity value in bioheat 
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transfer modeling and inverse heat transfer modeling would suffice but may provide errors 

in tumor sizing. Further studies are needed to investigate the effect of having different 

thermal conductivity values for the breast and tumor tissue. 

 

Figure 53. Plot of the maximum surface thermal contrast as a function of breast density (thermal 
conductivity of tissue) for varying tumor sizes (diameters) conducted on patient 1R. The breast 
density ranges are labeled as predominantly fatty (PF) for 0.1 W/m-K to 0.25 W/m-K, scattered 

fibroglandular (SF) for 0.25 W/m-K to 0.35 W/m-K, heterogeneously dense (HD) for 0.35 W/m-K 
to 0. 5 W/m-K, and extremely dense (ED) for 0.5 W/m-K to 0.7 W/m-K. 

 

4.5 Effects of Physiological Factors 

4.5.1 Effect of ROI Selection 

The effects of thermal artifacts caused by superficial veins captured in IR images on the 

detection of breast cancer using the IRI-NE have yet to be studied and quantified. The work 

proposed in Section 3.5.1 was conducted to investigate how the thermal profile of a breast 

with an artificial thermal artifact affects the accuracy of detection. Table 25 shows the 

predicted results for each ROI case as well as the comparison error to the ground truth 
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values in bold. The results show that utilizing ROI cases 1 and 2 provides more accurate 

results for the predicted tumor size, tumor location, and thermal conductivity. The case that 

gives the best results is ROI case 2 which has the lowest tumor size and location errors. 

ROI case 1 has the lowest error in thermal conductivity compared to the other cases. The 

error in predicted thermal conductivity and tumor size were highest for ROI case 3. The 

error in the tumor location was similar throughout with the maximum absolute error for the 

x-, y-, and z-coordinates being 6.1 mm, 9.1 mm, and 8.3 mm, respectively. 

Table 25. Comparison of predicted parameters and prediction error between each case. 

ROI Case 𝒌𝒌 [W/m-K] 𝒅𝒅𝒕𝒕 [m] 𝒙𝒙𝒕𝒕 [m] 𝒚𝒚𝒕𝒕 [m] 𝒛𝒛𝒕𝒕 [m] 
0.45 0.021 0.236 0.08 0.112 

Predicted Results 
Case 1 0.4505 0.0273 0.2421 0.0891 0.1149 
Case 2 0.4670 0.0232 0.2380 0.0844 0.1172 
Case 3 0.3474 0.0489 0.2400 0.0744 0.1203 

Prediction Error 
Case 1 0.0005 0.0063 0.0061 0.0091 0.0029 
Case 2 0.0170 0.0022 0.0020 0.0044 0.0052 
Case 3 -0.1026 0.0279 0.0040 -0.0056 0.0083 

 
A comparison of the ground truth ROI temperatures for each case with their respective 

predicted ROI temperatures is shown in Fig. 54 Additionally, the predicted surface 

temperature associated with the predicted values from Table 26 are shown in Fig. 54. These 

results show that ROI case 2 provides a better predicted ROI temperature than ROI cases 

1 and 3. The RMSE for ROI cases 1, 2, and 3 were 0.17 K, 0.06 K, and 1.63 K, respectively, 

which further shows that the ROI case 2 provides the most accurate result. Comparing the 

predicted surface temperatures for each ROI case with the ground truth surface temperature 

(ground truth ROI for case 3 in Fig. 54), shows that all cases try to capture the hot region 

on the surface due to superficial vessel. ROI cases 1 and 3 provide a more noticeable hot 

region than ROI case 2, but with ROI case 3 having a much different temperature 
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distribution due to predicting a much larger tumor. This shows that superficial vessels have 

an effect, but further studies are needed to quantify this error and how it affects healthy 

tissue. A test was conducted with the same breast without a tumor and the IRI-NE was able 

to predict the absence of the tumor with all ROI cases. The RMSE between the predicted 

and ground truth was found to be 0.42 K, much lower than ROI case 3 with a tumor. This 

shows that the IRI-NE is able to predict the presence and absence of breast cancer 

regardless of superficial vessels with some errors. 

 

Figure 54. Comparison of (first row) ground truth and (second row) predicted ROI temperatures 
for each case. The last row shows the predicted surface temperatures for each case. 
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4.5.2 Effect of Tumor Perfusion Heat Source 

Malignant breast tumors are highly metabolically active and highly perfused heat sources 

that have been shown to heavily affect the thermal distribution on the surface of the breast. 

The metabolic heat generation of breast tumors have been quantified through the tumor 

doubling time and volumetric growth. However, the perfusion rate has not been as 

extensively quantified in comparison to the metabolic heat generation. The method 

described in Section 3.5.2 was conducted to quantify the effect of the tumor perfusion heat 

source on the surface temperature. The root mean square error (RMSE) of the surface 

temperatures was obtained for the parametric cases described in Section 3.5.2. The 

minimum RMSE value at each tumor size was utilized to identify the contribution of the 

heat sources to the surface temperatures.  

Figure 55 shows the plotted results of perfusion rate values that give equivalent heat 

sources to a metabolic heat source for various tumor sizes for patients 1R and 17L. The 

results show that the perfusion term decreases nonlinearly as the tumor size increases. This 

shows that smaller tumors need a higher perfusion rate to provide an equivalent heat source 

from the metabolic activity. This matches with what has been presented in literature 

relating to growing tumors being highly perfused due to tumor angiogenesis [43]. Tumor 

angiogenesis allows the tumor to create a vasculature network and take nutrients away from 

the body by connecting to the body’s vasculature network. When comparing the two 

patients, patient 1R requires higher perfusion rate values compared to patient 17L. This 

shows the effect of the breast shape and size on the heat transfer that has been shown in 

Section 4.4. The maximum perfusion rate value for patient 1R was 1.062 × 10−2 1/s which 

is above the value of 9.0 × 10−3 1/s utilized in literature, while patient 17L was 
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5.76 × 10−3 1/s. The minimum perfusion rate values for patients 1R and 17L were 

9.0 × 10−4 1/s and 5.4 × 10−4 1/s, respectively, which are above the value for healthy 

tissue perfusion (1.8 × 10−4 1/s) utilized in literature [370,417]. All the perfusion rate 

values for both patients were above the healthy tissue perfusion rate value which indicates 

that the tumor needs to be highly perfused to generate significant heat. However, this only 

compares with the heat source generated by only the metabolic activity of the tumor. 

 

Figure 55. Plotted perfusion rate values associated with an equivalent heat source to a metabolic 
heat source for tumors of various sizes for patients 1R and 17L. 

 
A comparison of the heat generated by the perfusion heat source with the heat sources 

utilized in bioheat transfer modeling of breast cancer shown in Section 3.2.3 was conducted 

through the RMSE. Figure 56 shows the plotted results of the perfusion rate that provides 

the equivalent heat source as the heat sources utilized in bioheat transfer modeling of breast 

cancer for various tumor sizes. Similar to the results shown in Fig. 55, the perfusion rate 



163 
 

decreases nonlinearly as tumor diameter increases for both patients. The equivalent 

perfusion source for patients 1R and 17L for a 10 mm tumor were 3.6 × 10−2 1/s and 

1.8 × 10−2 1/s, respectively, which were 200 and 100 times bigger than that of healthy 

tissue. All perfusion rate values are above the 9.0 × 10−3 1/s tumor perfusion rate term 

utilized in literature. This shows how much the tumor vascularity has an impact on the heat 

transfer within the body. Furthermore, the results show that smaller growing tumors may 

be modeled using the perfusion heat source as the dominating heat source due to 

angiogenetic growth from the tumor vasculature. However, the values for these perfusion 

terms are not known for smaller tumors especially tumors smaller than 10 mm, which have 

metabolic activity values that are also unknown. This shows the need for further studies 

that focus on tumors smaller than 10 mm.  

 
Figure 56. Plotted perfusion rate values associated with an equivalent heat source to a heat source utilized in bioheat 

transfer modeling of breast cancer for tumors of various sizes for patients 1R and 17L. 
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Chapter 5: Conclusions 

5.1 Summary of Work Done 

The work conducted in this thesis focused on early detection of breast cancer through a 

developed IRI inverse heat transfer approach. This work also focused on the accuracy of 

this approach when presented with common challenges observed in the current breast 

cancer screening paradigm. Three major studies were conducted that validated and tested 

the accuracy of this approach: (1) a clinical study, (2) a detectability study, and (3) a 

vascularity study. The following provides the work completed in each study. 

Clinical Study 

• An efficient autonomous IRI inverse heat transfer-based algorithm was developed 

for this thesis called the IRI-Numerical Engine (IRI-NE) to accurately detect the 

presence and absence of breast cancer. The IRI-NE is a modified and enhanced 

version of the algorithm developed by Gonzalez-Hernandez et al. [150] utilized to 

detect breast cancer in 7 biopsy-proven breast cancer patients.  

• The modifications and enhancements to the algorithm presented in this work were 

developed to work with larger clinical data. This included the enhancements to the 

IR image registration, inclusion of an inverse modeling interface for ANSYS 

Fluent, inclusion of parallel processing in ANSYS Fluent, and inclusion of a fail-

safe procedure. 

• The IRI-NE was validated on 23 biopsy-proven breast cancer patients through data 

collected from a collaborative study between RIT and Rochester General Hospital. 
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This data included clinical IR images, MRI data, pathology reports, and other 

patient data. 

• The MRI data was utilized to generate patient-specific digital breast models 

(DBMs) for bioheat transfer modeling of breast cancer using the method developed 

by Gonzalez-Hernandez et al. [395]. The patient-specific DBMs were utilized as 

the computational domain for inverse modeling. The tumor size from MRI was 

utilized only to compare with the predicted tumor size from the algorithm.  

• For all patient cases, the algorithm was able to accurately predict the presence and 

absence of breast cancer regardless of cancer type, tumor size, tumor depth, and 

breast density. 

Detectability Study 

• Parametric studies were conducted to study the effects of tumor size, tumor 

position, breast size, breast shape, and breast density on surface temperature 

distribution and accuracy of detection. The method to conduct these parametric 

studies and extract surface temperatures for each parametric case through user-

defined functions (UDFs) for ANSYS Fluent was presented. 

• The IRI-NE was modified and utilized to test the accuracy of detection for synthetic 

IR ground truth data generated from the parametric studies involving tumor size 

and position. The synthetic IR ground truth data were generated using the extracted 

surface temperature and the IR thermal sensitivity through a developed method 

presented in this work. 

• The detectability of the modified IRI-NE was tested using detectability metrics and 

the surface temperatures obtained from parametric studies. The detectability 
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metrics were identified as factors that contributed to the accuracy of detection and 

acquisition of data through tumor size prediction error and the thermal contrast on 

the breast surface, respectively. The method for obtaining the detectability metrics 

was presented in this work. 

• The detectability limit of the IRI-NE was found to be dependent on the thermal 

sensitivity of an IR camera. The thermal contrast was utilized for comparison with 

the thermal sensitivity of a 20 mK IR camera to identify the detectability limits. 

Vascularity Study 

• The effects of superficial vessels on the accuracy of detection for the IRI-NE was 

conducted. A method for modeling a single vessel in patient-specific DBMs for 

thermal simulations of a breast with and without cancer was presented in this work. 

Different size ROIs were tested including the entire breast surface to test the 

accuracy of detection. A method for selecting the ROI for surface temperature data 

was presented. 

• The IRI-NE was able to predict the presence and absence of breast cancer regardless 

of the superficial vascular. The tumor size prediction was shown to be affected by 

the type of ROI used in the IRI-NE. 

• The thermal effects of the blood perfusion heat source were conducted through 

parametric studies involving the perfusion term and the tumor size. A comparison 

study was conducted using surface temperatures between a model with only a 

perfusion heat source and models with either only a metabolic heat source or both 

the perfusion and metabolic heat sources. 
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• The perfusion rate was shown to have a large impact on the heat transfer especially 

for small growing tumors. The necrosis effect of tumors was shown through the 

small values of perfusion rate needed to match the metabolic heat generation of 

larger tumors. 

5.2 Conclusions 

The current work showed a method to conduct breast cancer detection through advanced 

computational methods (thermal and inverse modeling) using surface temperatures 

captured through infrared imaging (IRI). This developed method was packaged into an 

algorithm called the IRI-Numerical Engine (IRI-NE). The IRI-NE was able to accurately 

predict the presence and absence of breast cancer in 23 biopsy-proven breast cancer 

patients using inverse heat transfer modeling and IR surface temperatures. Utilizing image 

processing techniques, such as image registration, to extract surface temperatures for 

inverse heat transfer modeling was shown to be reliable and accurate. The surface 

temperatures generated through bioheat transfer modeling were able to match that of IR 

surface temperatures captured by an IR camera, irrespective of the presence of a tumor. 

The inverse algorithm in the IRI-NE was able to accurately predict the presence of tumors 

regardless of breast density, tumor size, tumor depth, and cancer type. This work shows 

that breast cancer can be detected accurately using IRI and heat transfer-based methods. 

Additionally, this work showed that the IRI-NE is able to work in a larger clinical setting 

as a prototype software. A larger clinical study is warranted to obtain the efficacy of this 

modality as suggested by Owens [401]. Finally, this work showed the ability of utilizing 

IRI with the IRI-NE as an adjunctive modality to mammography.  
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The detectability limits of the IRI-NE were obtained through thermal analysis of the surface 

temperature generated from parametric studies. In this detectability study, a modified IRI-

NE was developed that conducted inverse modeling using 3D IR surface temperatures. 

This was conducted by utilizing bioheat transfer modeling to generate surface temperatures 

and adding a Gaussian noise mimicking the thermal sensitivity of an IR camera. The 

synthetic IR surface temperatures were shown to sufficiently represent the heat transfer and 

noise captured in an IR image. Parametric studies were conducted to study the effect of 

breast density, breast size, breast shape, tumor size, and tumor location on the surface 

temperatures and the detection of tumors. The modified IRI-NE was able to predict the 

presence of breast cancer regardless of breast shape, breast size, tumor size, and tumor 

location. The thermal contrast was utilized to study the effects of the parameters on the 

surface temperature and to compare with the thermal sensitivity of a 20 mK IR camera. For 

many cases, tumors were considered detectable due to the thermal contrast being above 20 

mK. Any of the parameters providing a thermal contrast below 20 mK was deemed 

undetectable by a 20 mK IR camera but could be detected with a 10 mK camera. This 

showed that the detectability limit of the IRI-NE was dependent on the thermal sensitivity 

of the IR camera. 

Thermal analysis of the surface temperatures was also utilized to study the effects of tumor 

and tissue vascularity. The effect of vascularity of healthy and cancerous tissue on the heat 

transfer and detection of breast cancer was investigated. Superficial vessels have been 

shown to affect the accuracy of detection through the use of various size ROIs. Utilizing 

small ROIs away from the surface that captures the vascularity provided better results. 

Although utilizing the entire breast surface as an ROI can include the thermal profiles 
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created by the superficial vessel, the IRI-NE was able to detect the presence and absence 

of tumors regardless of the effects. The effects of the tumor vasculature on the heat transfer 

were conducted through varying the perfusion rate of the tumor to obtain equivalent heat 

sources. This study showed that the tumor perfusion rate due to angiogenesis plays a major 

role in the heat transfer for small growing tumors. 

5.3 Research Contributions 

5.3.1 Societal Contributions 

Early detection of breast cancer is vital in reducing recall rates, treatment management, and 

reducing the mortality rates. The developed technique in this thesis contributes to early 

detection of breast cancer which has the potential to help the hundreds of thousands of 

women going through screening. This technique is noninvasive and has shown high 

accuracy of detection regardless of breast density, tumor size, tumor depth, and cancer type 

which shows promise in helping reduce recall and mortality rates. More importantly, this 

method has the potential of reducing psychological and physical discomfort associated with 

the current screening paradigm. Many women have discussed the horrendous experiences 

they had to go through to be screened for breast cancer. This includes the women in my 

family, my partner’s family, as well as many other women I have encountered over the 

years. From the various discussions, all these women have mentioned the pain they go 

through during and after a mammogram. Some women who had the experience of being 

recalled due to their dense breast tissue have spoken about the many hurdles they had to 

face in the current screening paradigm. They have talked about the financial, psychological, 

and bureaucratic distress they had to go through just to get re-imaged. When speaking to 
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these women about the technique that this thesis has developed and clinically validated, all 

these women have shown nothing but support and praise for such a technology.  

In addition, techniques were developed that studied the characteristics of breast cancer 

through a thermal perspective which shows great promise in improving breast cancer 

treatment management. This work has shown that research concepts relating to cancer 

growth can be studied through the developed detection technique with thermal analysis. 

This provides an opening to utilizing this noninvasive technique as a way to monitor 

treatment and help in decision making of treatment. There have been many researchers, 

physicians, and clinicians that have suggested utilizing this technique for cancer treatment 

at the 2023 San Antonio Breast Cancer Symposium. This shows that this technology and 

the work conducted in this thesis has the potential to save many lives. Finally, the overall 

work conducted over the many years on this project has ignited hope in many of us going 

through the problems caused by cancer. The future looks brighter than ever and hopefully 

this will push for the necessary steps to utilize this technology as a noninvasive adjunctive 

modality. 

5.3.2 Technical Contributions 

The technical contributions of this thesis include the development of novel numerical 

techniques utilized for breast cancer detection and to study the thermal characteristics of 

breast cancer. The developed breast cancer detection technique was clinically validated 

with biopsy-proven breast cancer patient data collected through an approved collaborative 

IRB between RIT and RGH. The thermal characteristics of breast cancer and cancer growth 

were obtained through thermal analysis using numerical techniques. This showed the 

ability of conducting noninvasive cancer research through numerical and thermal 
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techniques with infrared imaging. Details of the major contributions in the fields of breast 

cancer detection and bioheat transfer modeling of breast cancer, as well as other 

contributions, are described below. 

Major Contributions 

• Developed a novel autonomous patient-specific IRI and inverse heat transfer-based 

packaged algorithm for large clinical studies called the IRI-Numerical Engine (IRI-

NE). The IRI-NE is based on and improves on the breast cancer detection algorithm 

developed by Gonzalez-Hernandez [396] that utilizes IRI to predict the presence 

and absence of tumors. 

• Clinically validated the IRI-NE with 23 biopsy-proven breast cancer patients and 

published the findings in Scientific Reports Nature journal [415]. For all patients 

the IRI-NE accurately predicted the presence and absence of breast cancer 

regardless of breast density, tumor size, tumor location, and cancer type. 

• Predicted tumor diameter of 24 cancerous breasts with a mean absolute error of 2.4 

mm and a coefficient of determination of 𝑅𝑅2 = 0.9574. 

• Predicted the absence of tumor in 22 non-cancerous breasts using the IRI-NE. 

• Generated patient-specific digital breast models (DBMs) using MRI data of each 

patient using the method developed by Gonzalez-Hernandez et al. [395]. 

• Enhanced the IR image registration algorithm utilized in the IRI-NE for surface 

temperature matching through graphical user interfaces (GUIs) and quality 

checking steps. 

• Interfaced an external inverse heat transfer algorithm with ANSYS Fluent for cross 

platform communication. A user-defined function (UDF) was developed to 
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interface ANSYS Fluent with the external program written in both MATLAB and 

Python. The program interacted with the data created by the UDF to conduct 

inverse modeling and sent prediction data to the ANSYS Fluent for thermal 

modeling of breast cancer. 

• Incorporated fail-safe procedures in the IRI-NE that saved data and the status of the 

algorithm in case of any crashes or other external factors. This allows users to 

continue where the IRI-NE left off instead of starting from the beginning. 

• Improved computational efficiency of detection by reducing the average run time 

by half (1h to 30 mins) compared to the method developed by Gonzalez-Hernandez 

[396] using parallel processing in ANSYS Fluent. 

• Developed a method to extract temperature data from various boundary and breast 

regions in ANSYS Fluent for post processing and inverse modeling through a UDF. 

Post processing included a method to separate the surface temperature and a method 

to add noise to the surface temperature to generate synthetic IR data. 

• Modified the IRI-NE to conduct inverse modeling using synthetic IR data or any 

3D temperature data that can be extracted from the surface of the breast. Validation 

of the modified IRI-NE was conducted using clinical data of 8 of the 23 patients 

from the clinical validation study. 

• Developed a method to conduct steady-state parametric studies of breast tissue 

thermal physical properties and tumor thermal characteristics in ANSYS Fluent 

through a novel and robust UDF. The UDF was utilized to test multiple parameters 

in a single steady-state thermal simulation and to generate surface temperature data 

after a given number of iterations. 
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• Identified detectability metrics that evaluated the effect of breast shape, breast size, 

tumor size, tumor location, and breast density on the surface temperature and 

detection accuracy. Identified the detectability limit of the IRI-NE using synthetic 

IR data generated from the parametric studies and the detectability metrics. 

• Determined that the detectability limit of the IRI-NE relies on the thermal 

sensitivity of the IR camera and not the breast density, which highly affects the 

current screening modalities. Identified that tumors smaller than 1.15 cm inside the 

deep posterior region of a large breast would not be detected by a 20 mK thermal 

sensitive IR camera but would be detected in a 10 mK thermal sensitive IR camera. 

• Determined that breast density positively improved the detectability of breast 

cancer especially in deep tumors. 

• Identified the effects of superficial blood vessels on the detection accuracy of the 

IRI-NE as well as the ROI selection that obtained the best results. Identified that 

the IRI-NE was able to predict the presence and absence of breast cancer regardless 

of local vascularity of the breast. 

• Determine that the blood perfusion heat source of small growing tumors have a 

bigger impact on the heat transfer due to high perfusion rates associated with tumor 

angiogenesis. This work showed that further studies on tumor angiogenesis can be 

conducted through a thermal perspective using the perfusion rate. 

Other Contributions 

• Became an interdisciplinary researcher learning from various fields by taking 

courses and self-learning from experts in computer science, imaging science, 

mathematical modeling, biomedical engineering, and mechanical engineering. 
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• Presented research at the 2024 San Antonio Breast Cancer Symposium, the 2023 

Society of Hispanic Professional Engineers (SHPE) National Convention, and the 

2023 Rochester Engineering Society Engineering Symposium. 

• Awarded the Outstanding Graduate Student Award and 1st place presentation at the 

2024 RIT Graduate Education Week – Graduate Showcase. Awarded 3rd place 

poster presentation at the 2023 SHPE National Convention. 

• Represented RIT, Rochester, and Upstate NY at the SHPE Hill Day event 

advocating for funding and resource for STEM outreach initiatives at Capitol Hill. 

• Guest lectured in two RIT graduate courses: MECE 731 (Computational Fluid 

Dynamics) and SWEN 640 (Research Methods). 

• Published several peer-revied journal articles and a non-provisional patent 

application. 

• Helped develop and write six grant applications: 4 national government grants 

including the NSF and DOD, and 2 state grants including the Peter T. Rowley 

Breast Cancer Scientific Research Projects. One NSF grant that was accepted was 

the Small Business Innovation Research (SBIR) Phase I grant. 

• Worked in a doctoral internship at a startup company learning the 

commercialization process of a medical imaging device under the NSF SBIR Phase 

I grant. 
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Chapter 6: Recommendations 

In Chapter 2, it was observed that IR thermography research has increased due to the 

improvements of AI, but these methods have yet to show results better than the current 

screening modalities. The IRI-NE has shown great promise in becoming an accurate 

method that could place IRI as an adjunct to mammography. However, larger clinical 

studies are warranted to determine the efficacy of the approach due to only a small sample 

size being validated in this work. Owens [401] has discussed the planning of a large clinical 

study for IRI-based methods to determine the efficacy in greater detail, which can be 

applied to the IRI-NE. In addition to conducting this larger clinical study, other studies are 

needed to further access the use of the IRI-NE in a clinical setting and alternative data 

collection methods. Furthermore, studies are needed to further validate the detectability of 

the IRI-NE as well as improve bioheat transfer modeling and data processing steps. 

Recommendations for future studies covering these topics are presented in this chapter. 

6.1 Integration IRI Numerical-Based Methods with PACS 

In hospitals and clinics, radiologists use the Picture Archiving and Communication System 

(PACS) to organize, store, transmit, and display medical images through a hospital 

information system (HIS) or radiology information system (RIS) [418]. This is important 

to keep patient medical records safe in an environment doctors and clinicians can access to 

aid in patient assessment. To ensure the safety of data, PACS systems go through two 

industry standards, the Health level 7 (HL7) and the Digital Communications in Medicine 

(DICOM) standards. Breast cancer screening relies heavily on the PACS system in order 

for radiologists to conduct imaging and broadcast of data throughout the hospital or clinic. 
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Computer aided detection (CAD) modules are sometimes implemented to enhance the 

workflow and assist radiologists in assessing the data.  

In order for the IRI-NE to be utilized in a clinical environment by a radiologist through the 

PACS system similar to a CAD module, integration of the system is needed. Figure 57 

shows a PACS architecture consisting of hospital server modules and PACS system 

components integrated with an IRI numerical-based system, which includes an IRI 

Acquisition System, the IRI-NE, and a Digital Breast Model Generator module. There are 

several steps required to integrate this IRI numerical-based system to the hospital servers 

and PACS system. The first step is to integrate the IRI acquisition system to the PACS 

system via a PACS Broker and Data Grid, and a DICOM Acquisition Gateway. The PACS 

Broker and Data Grid sends the electronic patient records (ePRs) obtained at screening to 

the RIS storage database in order to identify the patient. The DICOM Acquisition Gateway 

formats and compresses the image data with the ePRs utilizing HL7 and DICOM standards. 

This data is then sent to the DICOM PACS Server and Archive which then becomes the 

main communicator between the RIS database and any other modules, such as the Breast 

Imaging Workstation utilized to visualize any image data at the hospital or clinic.  
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Figure 57. Example PACS architecture with an integrated IRI numerical-based system for breast 
cancer detection. 

 
For the second step, the IRI-NE will need to be modified in order to communicate and 

integrate with the DICOM PACS server. This communication would allow the IRI-NE to 

know which patient to work on and when a request is pulled for the IRI-NE to analyze the 

patient. For the third step, a digital breast model (DBM) Generator module is needed to 

remove the dependency of MRI data to generate DBMs for bioheat transfer modeling of 

breast cancer. Any method to generate 3D breast models may be utilized such as 3D 

scanners, depth sensors, 3D reconstruction techniques, or any combination of these 

methods. This DBM Generator will need to be interfaced with the DICOM PACS Server 

and Archive to be able to pull the necessary data for model generation from the RIS 

database or from the PACS archives. Finally, the DBM Generator will need to be integrated 

with the IRI-NE in order to provide it with the data needed to conduct thermal and inverse 

heat transfer modeling. Further studies will be needed in the areas of software engineering, 
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medical informatics, and cybersecurity in order to ensure that the IRI-NE and the IRI 

acquisition system can be properly integrated into a hospital environment. 

6.2 Experimental Detectability Testing 

The detectability of the IRI-NE was conducted in this work through parametric numerical 

studies and generated synthetic IR data. To extend this work, an experimental detectability 

study is proposed to further validate the results found in this thesis. This proposed 

recommendation includes the use of phantom models created from patient-specific breast 

models. Mukhmetov et al. [147,394] developed a method to create phantom models using 

3D scans of a female mannequin, Dragon Skin 10 MEDIUM Set Silicone Rubber to mimic 

tissue, and a resistor heat source. This allowed for thermal experiments to be conducted 

using this tissue mimicking phantom model to obtain IR surface temperatures to compare 

with thermal models and to conduct inverse heat transfer modeling. Other phantom models 

can be explored such as the agar-agar model proposed by Owens [401] or other breast 

phantom models utilized in literature [419–421]. 

The experimental detectability tests should be conducted for a 10 mm artificial tumor heat 

source made out of a cartridge heater or a resistor placed at the various depths studied in 

this thesis. To simulate the chest wall condition, a rectangular plate heater can be placed 

on top of the phantom model. Figure 58 shows an example of a phantom breast model that 

could be utilized for experimental detectability testing. The heat source should be adjusted 

to be an equivalent heat generation source using model developed by Gautherie [112–114] 

for the metabolic heat generation of a malignant tumor (Eq. 26). Power to the heat source 

and heater wall can be supplied through an external power source via a connecting wire. 

The artificial tumor can be positioned inside the breast model to test the IRI-NE in detecting 
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the heat source created by these tumors. This can provide an additional validation study of 

the IRI-NE for the detection of heat sources inside of breast models. 

 

Figure 58. Phantom breast model with an artificial heat source and chest wall heater. 

 
6.3 Effective Thermal Conductivity Bioheat Transfer 

Modeling 

Many researchers have investigated various forms of bioheat transfer modeling that would 

encapsulate the thermal effects provided by the tissue and vessels. The effective thermal 

conductivity bioheat model (Eq. 11), first developed by Weinbaum and Jiji [355], is able 

to capture the thermal effects of the tissue and small vessel interactions in a simplified 

model. This method worked well for a known vascular structure or other known 

relationship between the vessel and tissue environment. Gautherie [112–114] obtained 

measurements of the effective thermal conductivity (𝑘𝑘𝑒𝑒𝑒𝑒𝑒𝑒) of patients with cancer and their 

contralateral healthy breast obtained using a fine-probe needle. Utilizing these principles 

an effective thermal conductivity model would be a good area to expand this work. This 
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can be conducted by considering the heat transfer due to large vessels inside a breast tissue 

region, as well as a tumor and its vasculature.  

 
6.4 Removal of Thermal Artifacts in IR Images 

As the results from this work has shown, thermal artifacts affect the accuracy of detection. 

One method that was explored to improve accuracy was utilizing ROIs that do not include 

the areas that show the thermal artifacts. Another method that can be explored is the use of 

image processing techniques to identify thermal artifacts and conduct smoothening of the 

surface temperature. Smoothening of the thermal artifacts can be conducted by blurring the 

IR images or through the use of other filters. This smoothening is utilized to remove the 

hot regions created by thermal artifacts that appear in IR images. Figure 59 shows an 

example of IR surface temperature with a visible thermal artifact created by superficial 

veins and the same IR surface temperature gone through smoothening. The smoothen IR 

temperatures blend in the surface temperature with the rest of the temperatures in the 

surroundings. Further processing is needed to fully remove the thermal artifact 

temperatures, which requires further studies in the area of IR image processing. 

 

Figure 59. Example of (a) IR surface temperature with visible thermal artifacts and (b) smoothen 
IR temperatures attempting to remove the thermal artifact surface temperature. 
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