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Abstract 

Aim- The study aimed for creating a machine learning algorithm which succeeded customs control 

procedures through estimating shipments being either illicit or non-illicit. The study aimed at 

boosting the level of accuracy in determining the critical shipments, which would in turn, increase 

customs productivity, minimize false positive and false negative, as well as augment security and 

ensure the smoothness of trade flow, amid a palpable surge in importation rates. 

Methods- The study implemented the CRISP-DM methodology (Cross-Industry Standard Process 

for Data Mining), which has a well-structured approach of achieving standard data mining 

solutions. At the beginning, the efforts have been mainly made on defining both the project and 

operation targets, resolving the specific issues and developing the control and resources within the 

customs context. Then, data collection and understanding were the next tasks that the researcher 

needed to deal with, which held attributes like the number, types, quality, and association. Then 

data cleaning, transformation, and features construction were involved, which included data 

preparation for modeling. Modelling phase would be in strongly connected with the ETL process 

through construction, examination and assessment of models making sure that the model that is 

selected matches the requirements involving illicit and non-illicit shipments most of all. As the 

last step, the IBM SPSS Software has been utilized for statistical evaluations, considering ROC 

curve, precision, and confusion matrix as evaluation metrics for identifying the best suited model 

in terms of accuracy for predicting a complex dataset of customs operations. 

Findings- The study revealed that customs authorities were confronted with insurmountable 

problems particularly the ability to differentiate between safe goods and contraband items, which 

is getting more challenging while keeping other objects flowing. In this context, the call to arms 

involved two tasks; the first one was aimed to enhance existing detection processes and the second 

one was to find out how to apply a neural network model that could specifically address the issues 

and improve the efficiency of air cargo shipments. The research results showed that the model was 

effective in detecting illicit shipments that are hidden within the huge range of international air 

shipments and therefore, it represents a distinctive solution to elevate the security level and defend 

the economic interests. The developed neural network model acted as a crucial tool in terms of 

countering the risks related to the national security threats and illicit activities which could have 
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consequentially impacted the trade flows and solidified economic instability. Through correct 

identification of shipments with a high likelihood of illicit cargo entering customs checkpoints, the 

model succeeded in reducing the chances of undiscovered contraband successfully passing 

through, which helped to prevent security breaches and losses. Such capability was especially 

significant in the cases of high-level customs visits where the repercussions of undetected 

clandestine shipments include breach of state security and the adverse economic implications. Key 

performance metrics of the neural network model was its high dependability in shipping 

contraband packages through its high recall performance measures. This metric had a center place 

in optimization of customs inspection procedures, which makes a possibility of accomplishment a 

more targeted and efficient control of entering shipments to a country and minimization of 

disruption of the legal trade. In addition, harnessing sophisticated technologies such as neural 

network models help customs agencies to increase their resilience as well as the ability to cope 

with evolving risks and new smuggling tactics. As a result, they are better placed to increase 

security and efficiency in the context of constant global trade dynamics advancement. 

Keywords 

Customs inspection, detection of illicit shipments, risk management, neural network, Decision 

tree, LSVM, XGBoost, missing values, feature transformation, feature importance analysis, 

recall, ROC curve, optimal cut-off point. 
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Chapter 1- Introduction 

1.1. Background and Statement of Problem 

1.1.1. Background Information 

Customs are the main entity for maintaining the flow of goods while ensuring the security of 

nations. They play a crucial role in world trade and supplies by regulating clearance procedures 

and boosting efficient supply chain management. The main duties of customs personnel are to 

prevent the importation of illicit shipments and to impose customs trade laws while maintaining 

the flow of importation in a time-constrained manner. The method followed by customs personnel 

is a rule-based risk assessment to detect non-compliant imports, most rules rely on pre-established 

standards, including declared content, origin, route, or historical information. The growth rate of 

imports from August 2022 till 2023 has increased by 22% and 17% of the imports are by air [1].  

Within the numerous import disclosures to isolate and target high-risk shipments, rule-based 

profiling has inherent limitations, despite its pragmatism. It could unintentionally divert attention 

to less urgent issues or lead to the incomplete inspection of dangerous imports. For customs 

controlling cargo imports, identifying high-risk shipments can be difficult for customs personnel 

due to the cargo's rapid mobility and limited resources. The risk assessment that is performed 

manually based on experience and personal judgment has the disadvantage of being dependent on 

the involvement and assessment of the human factor, thus, such risk assessment relies on real-time 

efforts and experiences to adapt to new forms of fraud or risks [2]. Customs limitations and lack 

of resources have a major effect on international trade, the large volume of international trade puts 

heavy pressure on customs personnel to control the high number of transactions efficiently [3]. 

Moreover, such a challenge could lead to delays and bottlenecks at border crossings, and impact 

the flow of goods and supply operations. This project emphasizes the importance of fully dropping 

this strategy of human intervention by utilizing more intelligence and automated risk analysis to 

increase customs productivity. This study aims to create a machine-learning model that will assist 

customs controls in taking better and more informed actions of importing high-risk goods or the 

ones that are illicit as a whole to compensate for resource deficiency and to guarantee security 

levels. The machine learning techniques integration into customs checkpoints decision making 

could make it possible for customs to move from a random or rule-based inspection towards 
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focused and flexible decision making. This could be done by using machine learning modeling 

based on historical data and making it possible for the calculation of potential risks. 

1.1.2. Statement of the Problem 

Customs officers now are facing a critical issue because the number of imported goods has 

increased by 22% it is difficult to stop illicit cases thus supporting legitimate trade. That aggravated 

inflow of imports has caused various failures, which are false disclosures, delays, insecurity, and 

others. To that end, this study is concerned with using machine learning that can help in the 

proactive detection of high-risk cargo shipments. Machine learning algorithms and historical data 

analysis have once again shown us that the digitization of customs procedures for controlling cargo 

can facilitate high accuracy in identifying contraband products in air cargo. The main goal is the 

considerable lowering of the cases of false identification and mentioning data-supported security 

plans as the way to advance customs security and to provide for both economic interests and the 

safety of the public. 

1.2. Project Goals 

- To Develop a machine learning model that predicts the likelihood of an air shipment 

being illicit or non-illicit. 

- To improve the accuracy and efficiency of targeting high-risk shipments. 

- To increase customs productivity and reduce false positives and false negatives in 

customs inspection procedures.  

- To maintain effective security and trade flow.  

1.3. Aims and Objectives  

In light of 17% of imports being shipped by air, this project addresses the urging challenge faced 

by customs personnel in cargo. The surge in imports has strained customs resources and created 

inefficiencies, prompting the need for data-driven solutions to increase customs productivity and 

maintain effective security by improving the detection of illicit shipments. 

1.4. Limitations of the Study  

The limitations of this research are related to data availability and quality, fast changes in 

smuggling tactics that may not immediately reflect in the training dataset, and the major limitation 
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is the ethical considerations and privacy concerns regarding the usage. Moreover, deployment of 

the model in the real world to collect expert feedback for the result and evaluate business outcomes. 

1.5. Structure of the Thesis  

The thesis structure is as follows; 

Chapter 2: This chapter contains a comprehensive review of different studies, which prove the 

success of machine learning solutions in the customs inspection domain. Moreover, studies that 

discuss data quality and enhancement techniques along with engineering new attributes are 

suggested to improve the result of the classification model.  Finally, studies concerning the 

performance of the classification model such as performance metrics, data splitting, and balancing 

techniques. 

Chapter 3:  This chapter is the blueprint, which explains the methodology followed to achieve the 

main goals and objectives of this research.  

Chapter 4:  This chapter is about the findings of the analysis of the customs inspection dataset 

starting from understanding, preparing, and transforming the data using different techniques, along 

with data visualization, and building and evaluating the classification model.  

Chapter 5: This chapter discusses the final result in alignment with the research goals and 

objectives. 

Chapter 6: This chapter provides a conclusion of the research methodology and findings, 

highlighting its limits and offering recommendations for future research projects.
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Chapter 2 – Literature Review 

To enhance the effectiveness and accuracy of customs detection, machine learning has been 

applied in previous studies to support customs efficiency; 

(Bassem Chermiti, 2019) According to the research published in the World Customs Journal, data 

mining techniques have predictive analytical capabilities, which can ultimately enhance risk 

management analytical capabilities. The main objective of the research is to identify which import 

declarations are most likely non-compliant using actual data so that customs personnel can utilize 

a data mining model that identifies import declarations that pose a high risk for further 

examination. The technique used in the paper is the CHAID decision tree. The model successfully 

determined the customs risk variables connected to import declarations entered into the system for 

customs clearance. The model also successfully predicted non-compliant customs declarations 

based on established guidelines. 

(Xin Zhou, 2019) In other research published in the same above-mentioned journal, the paper 

mainly focuses on vulnerabilities in customs procedures and how they can be identified using data 

mining. It discusses cost-sensitive classification, which accounts for the expenses associated with 

incorrectly categorizing declarations posing a high risk. The dataset mentioned in the research, 

sourced from China Customs, contains 30,000 observations of customs-inspected declaration 

histories, including 82.73% classified as negative (indicating true declarations) and 17.27% 

classified as positive (indicating false declarations). The data mining technique used was a decision 

tree combined with a boosting technique, and it achieved higher accuracy with a testing set of 

94.1% and a training set of 95.96%. The research concluded with the evaluation of decision trees 

and boosting by measuring AUC (area under the curve), and the results were 0.991 and 0.982, 

respectively, indicating how well the model separates the two classes. Significantly increases the 

precision of customs risk detection models which extend to customs operations and improve their 

risk detection capacities.  

(Han et al., 2023) In addition to the previous techniques, the research introduced a new technique 

for establishing risk rules in the customs entry inspection routine. In the process, each of the 

features of the customs declaration data is assigned a different weight using a dynamic method, 

this is to guarantee that the most relevant elements are given the highest weight. The risk 
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parameters are also developed by the approach through the application of the enhanced dynamic-

weight Can-Tree iterative extraction algorithm. The research aims are to explore unseen trends in 

customs risk data, design a risk rule base for entry inspection tests in security clearing, and increase 

the intelligence of customs risk screening. 

(Camossi et al., 2012) It is worth noting that a different data mining technique was utilized instead. 

In the research, they used SVM (Support Vector Machines) for the one-class classification and 

unsupervised outlier detection to discover anomalies in the customs data. SVM is a sturdy 

machine-learning technique that is applicable for categorizing data in which an occurrence of 

customs data is either normal or anomalous within the customs-data used system. The dataset used 

in the research is historical data from three years of collection, including more than three hundred 

thousand itineraries for fifty thousand containers. The model effectively detected anomalous 

itineraries and achieved the desired classification accuracy to classify the anomalies as either high-

risk or low-risk.  

(González García & Mateos Caballero, 2021) In this paper, the authors discuss the significant 

threats of customs fraud, especially for the economy. They emphasize the need to optimize the 

accuracy of the inspection control process despite the challenges faced in customs, such as the 

requirement for in-the-moment decision-making, the qualitative nature of competing aims, and the 

abundance of item attributes. The study applied a new approach to detect customs fraud using 

MOBADO, which is short for Multi-Objective Bayesian with Dynamic Optimization. The 

approach is an integration of Bayesian decision theory and dynamic optimization with machine 

learning to achieve the main aim of enhancing customs inspection and better allocation of 

resources to increase the effectiveness of the customs inspection process. The result of this paper 

is promising, where the method not only increased and doubled the precision of the inspection but 

also optimized customs resources and automated 50% of human tasks. 

(Singh et al., 2023) The paper proposed a new approach to tackle customs fraud detection by 

leveraging both supervised and unsupervised learning data. The aforementioned approach solves 

the critical problem of handling large amounts of trade transactions and the shortage of resources 

available for manual inspection. The authors collected data from three different countries, and the 

model used is a graph neural network (GNN). It is a semi-supervised technique that combines both 

labeled and unlabeled data to increase the effectiveness of customs fraud detection. The technique 
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designs and creates a transaction graph from tabular data, and the nodes in the graph are the 

transactions, and the model can connect between them based on joined features such as importer 

ID and HS-coded. The model can capture the correlations between different trade transactions and 

use the valuable information gathered from the vast amount of unlabeled data. The 

experimentation with the semi-supervised model shows tremendous improvement in customs 

fraud detection, where this model achieved an increase in recall, indicating the effectiveness of 

using different types of data and a semi-supervised model. 

(Regmi & Timalsina, 2018) The study analyzed customs inspection data from Nepal in 2017, 

using 200,000 randomly selected datasets. They utilized a Deep Neural Network (DNN) model for 

optimizing customs inspections by identifying high-risk and low-risk shipments. The model was 

compared to a decision tree model and an SVM model, The DNN model significantly 

outperformed the other models, achieving an overall accuracy of 96.68% whereas decision tree 

and SVM models, achieved accuracies of 95.21% and 94.02%, respectively. The model neural 

network model was able to classify with high accuracy indicating a robust model capable of 

effectively reducing the volume of shipments that need a detailed inspection, thereby optimizing 

resource utilization in customs inspections. 

To further streamline customs data mining solutions, it's essential to address performance metrics 

that complement the effectiveness of classifiers; 

(M & M.N, 2015) The article mentioned that there are different metrics to measure the 

performance of the classification model, such as threshold-based discriminators. These metrics 

depend on the confusion matrix table of predicted and actual classes of the data points, which are 

accuracy, misclassification error, sensitivity, specificity, precision, and recall. The mentioned 

metrics measure the proportion, where accuracy measures the proportion of accurate predictions 

and misclassification error measures the inaccurate predictions. Sensitivity, on the other hand, 

measures the proportion of positive instances that are accurately classified, while specificity 

measures the proportion of negative instances that are accurately classified. In addition, precision 

measures the proportion of predicted positive instances that are positive and recall measures the 

proportion of actual positive instances that are accurately predicted. Meanwhile, a different metric 

used to measure the ranking performance of the classifier is the Area Under the ROC Curve 

(AUC), which shows how well the classifier can rank positive instances higher than negative 
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instances in the binary classification model. The values of AUC take the sub-set of 0-1. If the AUC 

is 1 it means, there is a perfect performance of the classifier on one side and when the value is 0.5 

it means that the classifier is just randomly doing it. The description of the mentioned metrics 

assists in the selection of the top classifier in the course of the classification model's training. 

Evaluation metrics are central quality improvement tools, but data quality should be also taken 

into consideration. If a classifier uses a dataset as a training sample and the dataset, contains 

missing values, then the classifier functions may be imperfect. 

(Estabrooks et al., 2004) Implement informative research on the subject of dealing with the class 

imbalance problem in the dataset. The likelihood of the outcome is biased as the number of 

instances of one specific class in the data set is much more than the number of instances of other 

classes; to be precise, it creates challenges for the efficiency of the machine learning model. The 

paper discussed the resampling method to balance the dataset and focuses on two primary methods: 

through the case of over-sampling and under-sampling. The first sampling method was over-

sampling which is just representing the minor class more in the data set to have a more balanced 

data. The second sampling method, under-sampling, is a decrease in the number of instances in 

the majority class to match the minority class in the data to gain balanced data. The authors were 

struck with finding out which up-sampling method was superior. Generally, it was noted that while 

oversampling and under sampling offered no universal superiority, they still proved to be effective 

tools for specific datasets and metrics. Subsequently, the measurement of the performance of the 

classification model in correctly categorizing distorted data. For that, the need to use the 

aforementioned methods proved to improve the classification model's performance when the data 

contains misbalanced data points. 

(Singh & Upadhyaya, 2012) This paper presents clearly how outliers define and influence the 

model performance. Outliers in the paper are defined as the unusual data points that are abnormal 

to the other data points of the statistical data or behavior of the data. In the second part of the paper, 

the influence of outliers in the case of initial data on the analysis is shown; it will marginalize the 

results, distort the analysis, or lead to inaccurate results. Thus, getting the outlier data processed 

before deploying the model is a critical phase that might determine the appropriateness and 

perfection of the model. 
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(Smiti, 2020) The study is an insight into the various methods used in the detection of outliers. 

The first approach is a statistics tool used in evaluating the dataset’s distribution values to know if 

the dataset contains outliers or not. However, this technique can be unproductive if data settlement 

is hazy and unknown. The second is the distance-based approach, which plots the distances 

between the data points. This method is known for its simplicity but may not work best for large 

and high-dimensional datasets. The third method is density-based; this technique sheds light on 

the local density around the data points. The points being in low-density regions compared to their 

neighbors are considered outliers. The problem with this method is that it requires high 

computational power. The fourth and last method mentioned in the study is cluster-based; any data 

points that do not fit into a cluster are considered outliers. This method works best for a dataset 

that contains clear groupings and needs domain knowledge to set the parameters of the clusters. 

The paper concluded that all methods have their advantages and disadvantages, and the proper 

choice depends on the type of dataset on hand and must take the best outlier detection method to 

improve the data analysis and machine learning model performance accuracy. 

In line with enhancing the data, (Nargesian et al., 2017) definition led to consider feature 

engineering as a modified preexisting features addition to a dataset to have higher classification 

model performance. The goal of feature engineering is to create original features with the capacity 

to guide the learning and prediction process by discovering intricate patterns or relations in the 

data. One of the contributions of feature engineering is the ability to improve the predictive 

performance of the model. As a result, it is apt for classification tasks. Feature engineering gives 

the model an opportunity to explore the information deeper, in detail, so it can more accurately 

differentiate between the categories or classes. 

(Bashir et al., 2020) explained model performance on training data to point to a particular issue 

where underfitting and overfitting are not desired. The model will be described as overfitting when 

it draws more information than needed, indeed, it perceives the noise. Yet, on the other hand, if it 

cannot detect the required data and does not get to know the complexity of the data well enough, 

the model would definitely be underfitting. 

(Montesinos López et al., 2022) presents three pure models: a simple model that underfits, an 

intermediate model that is a good fit, and a complex model that overfits. The best predictive model, 

causing the lowest bias and the highest variance to capture dominant patterns which is not fitting 
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to noise, has the best performance in unknown data. The book talks about the problems of 

overfitting and underfitting and the role of the metric parameter of the model. In the case of the 

complex models of the neural network e.g. (NN) overfitting is more likely. Hereby, to solve the 

problem of overfitting deploying different measures such as adding restrictions, and dropout in the 

neural network model which is achieved by randomly reducing part of the weights to zero, and 

simplifying the model, should be applied. The modeling learning failures can be avoided using 

different approaches: for instance, increasing the sample size of the trained data, adjusting the 

hypothesis or parameters of the model, alternating the training data representation, or using a 

different machine learning algorithm. 

 In conclusion, the deployment of data mining techniques will enhance the productivity of customs 

and offer data-driven insights. Apart from data quality and performance metrics, the model 

efficacy of the system also is an important factor. As customs authorities are faced with growing 

expedition volumes, data mining will become more and more critical for inspecting illicit 

shipments. 

Key takeaways 

1. Machine learning models are applied to enhance customs efficiency and risk detection. 

2. The machine learning models are used to identify customs risk variables and predict non-

compliant customs declarations in customs clearance operations. 

3. Feature selection is as important as feature engineering to build an efficient machine 

learning model. 

4. The neural network model compared to the decision tree and SVM performance is better 

in classifying shipment as illicit and non-illicit with a high accuracy rate. 

5. The metrics like accuracy, sensitivity, specificity, precision, recall, and AUC are necessary 

for the evaluation of classification model performance and are beneficial in selecting the 

model that suits the business decisions. 
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Chapter 3- Research Methodology 

The chosen methodology is the Cross-Industry Standard Process for Data Mining (CRISP-DM), a 

standard approach for developing and launching data mining solutions. The choice behind the 

CRISP-DM method is because it guides the practitioner to follow a structured step-by-step process 

in order to enable the achievement of results. The first move should be to develop business 

understanding in terms of the major targets of the project, particular questions that are resolved 

by the data mining project as well as the constraints and resources available at hand. Once defining 

the business goals, the next step would be gathering and comprehending the data. This involves 

undergoing the data to get to know its characteristics which include but are not limited to quantity, 

type, quality, and correlation. The fourth step is data preparation which involves the preparation 

of the data for the modeling phases, this process includes cleaning transformation, and the creation 

of new features. The following phase is modeling, where the data mining models are constructed 

and evaluated. Additionally, the best technique that provides accurate predictions of illicit and 

non-illicit shipment will be chosen. The IBM SPSS Software platform will be utilized to perform 

quick statistical analysis of the data such as ROC curve, precision, confusion matrix, and additional 

measures for the evaluation of the model's performance. This action is important to measure the 

accuracy and determine the best-fitted model that answers the proposed business problem.  
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Chapter 4- Data Analysis Findings                    

4.1. Description of the dataset used  

In this research, the source of the data is provided by a cargo company, and the data has been 

transformed for privacy reasons. The data contains historical information from the year 2022 about 

shipments imported from different countries by cargo. The data provided with previous customs 

inspection results (“first inspection” and “second inspection"). The initial records of the data are 

135,813, and the data consists of 34 attributes of different types. However, the data have 

incomplete values and N/As.  

 

Figure 1: Summary of Used dataset 

 

4.2. Exploratory Data Analysis (EDA)  

4.2.1. Data Profiling and Summary Statistics 

The dataset types are categorical, date, continuous, and nominal variables. Examples of nominal 

attributes of the customs inspection data are "first inspection" and "second inspection," where 0 

indicates non-illicit shipments and 1 indicates that this shipment contains illicit shipments. The 

distribution of the aforementioned attributes indicates a major difference in the inspection results. 
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After customs at cargo performed a second inspection the number of illicit shipments detected 

increased noticeably revealing a significant issue in the shipment clearance decision making.   

 

Figure 2: Customs Inspection Results 

Understanding these data types is crucial for subsequent statistical analysis and data preparation. 

After performing a statistical summary of the data, it was observed that attributes such as "Dest" 

have 27 unique values, while "FlightType" exhibits 4 distinct values as shown in the below figure. 

The figure also shows that the attribute “Transaction Type” has only one value as “imported” and 

knowing this information from the unique values we can decide to drop this column to its 

insignificant to the model decision or prediction. Additionally, the summary provides insights into 

the quality of the data, revealing factors such as incomplete records, which lead to a thorough 

investigation to identify and address data quality.  

Table 1: Descriptive Statistics 1 

Numeric 

Attributes 

Measurement Min Max Mean Standard 

deviation 

Skewness 

ExpectPieces Continuous 0 1,200 21.791 56.875 6.673 

Expect Weight Continuous 0 20,2546 1,122.722 1,875.848 21.761 

 

Table 2:Descriptive Statistics 2 

Attribute Measurement Unique 

Second_Inspection Nominal 2 

Dest Nominal 27 

LegOrigin Nominal 117 

LegDest Nominal 27 
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Station Nominal 27 

Carrier Nominal 83 

AircraftType Nominal 69 

FlightStatus Nominal 2 

ULDType Nominal 3 

FlightType Nominal 4 

ImportStatus Nominal 5 

ActionStatus Nominal 7 

AWBType Nominal 2 

TransactionType Nominal 1 

First_Inspection Nominal 2 

 

4.2.2. Data Cleaning  

The utilization of the data audit node in the IBM SPSS modeler helped to uncover the complete 

picture of the data quality, providing valuable insights about the number of outliers, extremes, and 

missing values. The below result of the data quality tab addresses that the data contained missing 

values in five attributes, which are (“Second inspection”, “Flight Number”, “Flight Status”, 

“Aircraft Type”, and “Import Status”). The records of the attribute “Second Inspection” are 

96.795% complete, showcasing there are 3,844 null values. In the second attribute, “Flight 

Number," the percentage of complete data is 98.6% with 1,679 null values. The third attribute, 

“Flight Status”, shows that 98.77% of the records are complete and 1,467 are considered missing. 

Similarly, the attribute “Aircraft Type” has 99.551% complete data, and the attribute “Import 

Status” has 99.987%, where 538 and 16 are also considered missing. Moreover, the data quality 

tab also revealed outliers and extreme outliers in two attributes (“expected pieces” and “expected 

weight"). The attribute “Expect Pieces” exhibits 1,436 outliers and 587 extreme outliers, and the 

attribute “Expect Weight” also exhibits 1,430 outliers and 210 extreme outliers. The information 

above demonstrates a data quality of 77.27%, which requires further enhancement.  
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Figure 3: Data Cleaning 

4.2.2.1. Techniques for Handling Missing Values 

 There are different types of missing data, in this case, the data are missing are missing completely 

at random (MCAR). The data could be missing due to different reasons such as human error 

forgetting to record the values, loss of sample, or some technical errors while recording the values 

[16]. This indicates that there is no correlation between the values that are missing and the values 

within the dataset. The strategy to handle MCAR is to remove the missing values and utilize the 

available data within the dataset.    

4.2.2.1.1. Discarding Missing Values  

Records with empty values, such as in "Flight Number,” a unique identifier for flights that cannot 

be replaced through mean imputation or estimation, were considered for removal. Similarly, for 

the attribute “Aircraft Type,” which is the type of aircraft and is impossible to impute; therefore, 

the unavailable information was discarded. The missing values in the attributes “ULD Type” and 

“Second Inspection” were also discarded due to the values being missing completely at random.  

4.2.2.1.2. Dropping Unnecessary Columns  

The decision made for the attribute "Import Status” after viewing the distribution of the values 

showed that 98.62% of the values are “IMP” which is the short-term of the word imported.   
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Figure 4: Import Status Values Proportion  

The distribution of the attribute "Flight Status" was also conducted showing that the attribute 

contains only one value which is arrived. 

 

Figure 5: Flight Status Values Proportion  
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 Considering the above, the mentioned attributes dropped using the filter function, this decision 

was justified by assessing the limited impact of discarding these columns on the overall research 

objectives. 

4.2.2.1.3. Assessing Data Quality  

As a result of removing missing values, and dropping insignificant columns the data quality was 

enhanced to reach 100%. The number of data records is 117,655 as shown in the below data quality 

tab; 

 

Figure 6: Cleaned Data Record 

4.2.3. Approaches for Detecting Outliers 

Outliers a data point that differs from other data points to the extent that raises questions about 

how it is produced [17]. As shown in Figure (6), the dataset contains outliers in the attributes 

“Expect Pieces” and “Expect Weight”.  The method followed in this research is to detect those 

outliers and extremes by using statistical methods.  

4.2.3.1. Removing Outliers and Extreme Datapoints  

The derive node is used to create a new field from the attributes “Expected Pieces” and “Expect 

Weight” and compute the below condition and if the resulted value or datapoint varies from the 

computed formula then it will be considered as outlier or extreme data points, where k in the below 

formula is real number. If k =3, SPSS modeler considers the data point as an outlier, and if k =5, 

SPSS modeler considers the data point as an extreme outlier. 

𝑉𝑎𝑙𝑢𝑒 ≥ 𝑚𝑒𝑎𝑛(𝐸𝑥𝑝𝑒𝑐𝑡𝑒𝑑 𝑃𝑖𝑒𝑐𝑒𝑠) + 𝑘 × 𝑆𝑇𝐷(𝑒𝑥𝑝𝑒𝑐𝑡𝑒𝑑𝑝𝑖𝑐𝑖𝑐𝑒𝑠) 

𝑜𝑟 𝑉𝑎𝑙𝑢𝑒 ≤ mean(expected pieces) − 𝑘 × 𝑆𝑇𝐷(𝑒𝑥𝑝𝑒𝑐𝑡𝑒𝑑 𝑝𝑖𝑒𝑐𝑒𝑠) 

𝑉𝑎𝑙𝑢𝑒 ≥ mean(Expect Weight) + 𝑘 × 𝑆𝑇𝐷(Expect Weight)  
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or Value ≤ mean(Expect Weight) − 𝑘 × 𝑆𝑇𝐷(Expect Weight) 

 

If the value for the above equation is within the considerable range of mean and standard deviation 

then it will be tagged in the new field as 0, if the value is outside that range, then 1 and considered 

as an outlier or extreme data point.  Then, the node selected includes only the value 0, to remove 

the unusual pattern in the two mentioned attributes. 

4.2.3.2. Anomaly Detection Model 

The anomaly detection method is an unsupervised method used to detect outliers or unusual data 

points that deviate from normal behavior within the dataset.  The model helped to generate an 

anomaly index filed within the customs inspection dataset and assigned each observation to the 

anomaly index to measure the deviation of the observation within its cluster. The model then 

identified each observation in a new field based on the calculated index as F or T where F refers 

to normal data points and T refers to outliers [18].  Finally, the outliers are removed from the 

dataset using the select function to include only “F” normal data points. 

 

Figure 7: Anomaly detection 

4.2.4. Significance Analysis Between Second Inspection and Other Variables 

It’s important to understand the significance of different attributes with the target variable “Second 

Inspection”. This will help to capture the relationship between the attributes, guide the feature 

engineering process, and achieve the research objectives of building a prediction model with high 

accuracy in predicting imported shipments as illicit or non-illicit. 

4.2.4.1. U-test comparison between numerical and nominal Attributes 

The Mann-Whitney U test is utilized to test the null hypothesis for the significance of the two 

attributes “Expect Pieces” and “Expect Weight”. The justification for using such a method is that 
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it is a non-parametric statistical test which is preferred when having a nominal dependent variable, 

and the distribution of that data is not normally distributed [19].  

• Null hypothesis: There will be no differences in the central tendency between 

the independent variables and the dependent variable. 

4.2.4.1.1. Numeric Attributes and Second Inspection  

The SPSS Statistics modeler was utilized to test the null hypothesis using the Mann-Whitney U 

test. The results are shown in the below table for the comparison between the independent variable 

“Expected Pieces” and the target variable “Second Inspection” where the significant threshold is 

≤ 0.050; 

Table 3: Hypothesis Testing 1 

Null hypothesis Test Type Significance 

The distribution of “Expect 

Pieces” is the same across 

categories 0 and 1 of “Second 

Inspection” 

Independent-Sample 

Mann-Whitney U test 

< 0.001 

 

Table 4: Hypothesis testing 2 

Null hypothesis Test Type Significance 

The distribution of “Expect 

Weight” is the same across 

categories 0 and 1 of “Second 

Inspection” 

Independent-Sample 

Mann-Whitney U test 

< 0.001 

 

The above result summarizes that the test performed on the customs inspection dataset with 97918 

records (Total N), and the result of the Mann-Whitney U test indicated a P-value less than 0.001 

showcasing strong evidence against the null hypothesis. This comparison result shows a 

statistically significant difference between the independent variable “Expect Pieces” and “Expect 

Weight” with the target variable “Second Inspection” proving the relation between the attributes 

indicating to rejection of the null hypothesis.  
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Figure 8: “Expected Pieces” and “Expect Weight” with the target variable “Second Inspection” 

4.2.4.2. Significance between nominal and nominal attributes 

Using a cross-tab table and histogram visualization to capture the relationship between two 

categorical attributes, such as “Flight Type” and “Second Inspection”, or “ULD Type” and 

“Second Inspection” to understand the density of the target variable in a concerned attribute. The 

significance of the mentioned attributes will be tested using the Chi-square, which is utilized to 

determine the relationship between two nominal variables [20]. The Chi-square result can 

determine the null hypothesis that there is no significant relationship between the independent 

mentioned variables and the dependent variable “Second Inspection”. If the Chi-square test value 

is high this will indicate that there is no evidence to support the null hypothesis therefore will be 

rejected. 

- “ULD Type”: The below visualization indicated that ULD contains more illicit shipments 

than Bulk. The Chi-Square is 5,216.788, the degree of freedom is 1, and the calculated p-

value is <.00001 indicating a significant relation between the mentioned attribute with the 

target “Second Inspection” rejecting the null hypothesis. 
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Figure 9: ULD Type 

- “Flight Type”: The below visualization indicated that passenger flights contain illicit 

shipments more than freighter and are almost non-existent if the type is truck. The Chi-

Square is 513.549, the degree of freedom is 2, and the calculated p-value is <.00001 

indicating a significant relation between the mentioned attribute with the target “Second 

Inspection” rejecting the null hypothesis. 

-  

Figure 10: Flight Type 

- “Dest”: The cross-tab values show that there are 3 main busy destinations that contain a 

high count of illicit shipments detected by customs, which are R, J, and D, and the 

remaining destinations have view counts. The Chi-Square is 1,101.072, the degree of 

freedom is 19, and the calculated p-value is <.00001 indicating a significant relation 
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between the mentioned attribute with the target “Second Inspection” rejecting the null 

hypothesis. 

 

Figure 11: Dest 

4.2.5. Features Engineering 

The book explained the importance of features engineering to have the required result 

out of the model as they treat the features of the dataset as input to learn from [21]. In 

this section, new features will be extracted and constructed from preexisting ones to be 

more convenient for the machine learning model. 

4.2.5.1. Feature Extraction (Date-Time Extraction) 

The attribute “Flight date” was split into three attributes “Flight day”, “Flight month”, and “Day 

Flight or Night”. The flight day represents the day of the week to understand the density of the 

importation concerning the weekdays or weekends. The flight month is the month of the flight as 

numeric. Finally, day flight or night is a nominal variable indicating if the flight is scheduled PM 

or AM time.  

- The flight day indicated that Friday, Saturday, and Sunday had more illicit shipments 

detected than the remaining days. The Chi-Square is 1,064.064, the degree of freedom is 

6, and the calculated p-value is <.00001 indicating a significant relation between the 

mentioned attribute with the target “Second Inspection”. 
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Figure 12: Flight Day 

- Flight month indicated that months 2,3,4,11, and 12 had a higher count of illicit shipments 

detected than the remaining months. The Chi-Square is 219.268, the degree of freedom is 

11, and the calculated p-value is <.00001 indicating a significant relation between the 

mentioned attribute with the target “Second Inspection”. 

 

Figure 13: Flight Month 
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- Day flight or night indicated that the shipments imported at night (PM) had a higher count 

than in the morning time. The Chi-Square is 1,893.538, the degree of freedom is 1, and the 

calculated p-value is <.00001 indicating a significant relation between the mentioned 

attribute with the target “Second Inspection”.  

 

Figure 14: Flight Night or Day 

4.2.5.2. Category Aggregation (Binning categorical features) 

The main objective of category aggregation is to reduce the noise ratio in features that have many 

categories. [33] addresses this problem by using feature engineering to create a new feature that 

aggregates multiple categories into a single category to reduce the noise in the dataset and enable 

the model to learn from meaningful signals in the data. This method is utilized on the attribute 

"Dest,” which has 27 different categories shown in Figure (11), with only 3 unique categories that 

contain the major counts, while the remaining categories have negligible counts. Therefore, a new 

field was engineered from the initial attribute and named "DestGroup,” where the categories R, J, 

and D are the same and all the remaining categories are grouped in a single group as "Others.” 
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Figure 15: Dest Group  

4.2.5.3. Features Transformation 

New features were constructed using domain knowledge from the cargo company where they 

demonstrated that the attribute “Shclist” is important because it provides information about the 

content of each airwaybill as one AWB may contain different subfamily groups. The explanation 

of each subfamily is provided by the company, for example, if the AWB contains the code “DGR” 

inside the “Shclist” value it means that the content of the imported shipment is categorized or 

subjected as dangerous goods. Therefore, new fields were engineered from the preexisting 

attribute:  

- “NB_PRODUCTS”: This attribute quantifies how many products are in each airway bill 

or container.  

- “NB_DGR_PROUCTS”: This attribute quantified the proportion of dangerous goods 

among the total number of products.  

- “DGR_INDEX”: Divided the attribute “NB_DGR_PROUCTS” on “NB_PRODUCTS” 

to calculate the index of the dangerous goods inside the airway bill or container. 

- “OriginLevelOfRisk”: Numeric cross tab between the origin and risk indicators 0 if the 

container has no dangerous products and 1 if the container contains a risky product, the 

risk carrier is computed as the value of the number of risky containers divided by the total 

number of containers. 
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𝑅𝑖𝑠𝑘 𝑜𝑟𝑖𝑔𝑖𝑛 =
𝑁𝑢𝑚𝑏𝑒𝑟 𝑜𝑓 𝑐𝑜𝑛𝑡𝑎𝑖𝑛𝑒𝑟𝑠 𝑤𝑖𝑡ℎ 𝑑𝑎𝑛𝑔𝑒𝑟𝑜𝑢𝑠 𝑔𝑜𝑜𝑑𝑠

𝑇𝑜𝑡𝑎𝑙 𝑛𝑢𝑚𝑏𝑒𝑟 𝑜𝑓 𝑐𝑜𝑛𝑡𝑎𝑖𝑛𝑒𝑟𝑠
 

- “Level of risk Origin”: Cross-tab between origin and second inspection and indicators of 

frequency to categorize the origin as no risk_origin, low risk_origin, medium risk_origin, 

high risk_origin, and very high risk_origin. 

 

Figure 16: Level of Risk Origin  

- “Risk Carriere”: Numeric cross tab between the carrier and risk indicators 0 if the 

container has no dangerous products and 1 if the container contains a risky product, the 

risk carrier is computed as the value of the number of risky containers divided by the total 

number of containers. 

𝑅𝑖𝑠𝑘 𝑐𝑎𝑟𝑟𝑖𝑒𝑟𝑒 =
𝑁𝑢𝑚𝑏𝑒𝑟 𝑜𝑓 𝑐𝑜𝑛𝑡𝑎𝑖𝑛𝑒𝑟𝑠 𝑤𝑖𝑡ℎ 𝑑𝑎𝑛𝑔𝑒𝑟𝑜𝑢𝑠 𝑔𝑜𝑜𝑑𝑠

𝑇𝑜𝑡𝑎𝑙 𝑛𝑢𝑚𝑏𝑒𝑟 𝑜𝑓 𝑐𝑜𝑛𝑡𝑎𝑖𝑛𝑒𝑟𝑠
 

-  “Carriere Risk level”: Cross-tab between Carriere and second inspection and indicators 

of frequency to categorize the Carriere as Car_Risk0=no risk, Car_Risk1=low risk, 

Car_Risk2= medium risk, and Car_Risk3=high risk. 

 

Figure 17: Carriere Risk Level  
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4.2.6. Summary of the Final Dataset 

The final dataset is the enhanced version of the customs inspection dataset and this has been 

achieved by discarding the missing values from the attributes "Flight Number,” “Aircraft Type,” 

“ULD Type” and “Second Inspection” due to the values being missing completely at random. The 

decision was also made to drop unnecessary columns "Import Status” and “Flight Status” due to 

their insignificant, resulting in the enhancement of the data quality from 77.27% to 100%. The 

robustness of the data improved by removing extreme data points using statistical computation and 

anomaly detection nodes. Furthermore, exploratory data analysis techniques were applied to gain 

insights into the customs inspection data structure, distributions, and relationships among variables 

with the support of statistical testing to prove the hypothesis. Finally, feature engineering 

techniques were implemented to enhance the dataset’s interpretability and predictive capacity 

before the deployment of the classification model. 

4.3. Machine learning model development  

This research aims to delve into the urging challenges faced by customs personnel in cargo and 

develop a prediction model that predicts the likelihood of imported shipments being illicit or non-

illicit using classification models. The project begins with exploring the customs inspection data 

and understanding its attributes and records. The exploration continues with further examining the 

data quality and performing summary statistics to grasp the data patterns and behaviors. Following 

that, data processing for missing values and outliers, as emphasized in Chapter 3 of the literature 

review, handling missing values and discarding outliers using statistical techniques are necessary 

before deploying the model. Furthermore, the transformation of the customs inspection data using 

feature engineering to modify preexisting attributes, aggregate, split, and join to improve the model 

performance as proven in different studies. Moreover, capturing the relationship between different 

attributes using statistics and data visualization. Utilizing algorithms to determine the important 

features such as random trees and feature selection. Finally, the deployment of classification 

models to two different scenarios, and measure the accuracy of each model for both scenarios, and 

calculate precision, recall, F1-measure, ROC curve, and AUC to select the best classification 

model. 
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4.3.1. Feature Importance Analysis 

Feature selection is the process of selecting only relevant features in the dataset to build the 

machine learning model. There are many benefits to selecting the relevant features, like reducing 

the training time, avoiding repetition and high dimensionality, and helping to improve the machine 

learning model's performance [34]. There are different techniques to determine the relevant 

features; one example of these techniques is feature importance. The important features in the 

customs inspection dataset have been determined in two different scenarios; the first scenario 

applied was automatic feature selection using a feature selection algorithm in the IBM SPSS 

Modeler and by the random tree algorithm. The second scenario applied was to select features 

advised by the subject matter expert in Cargo to gain a business perspective and determine 

important features. 

4.3.1.1. Detailed explanation of the chosen Input 

4.3.1.1.1. Automatic Feature Selection  

The dataset may contain hundreds of features, and choosing which features are important and used 

as model input can be a time-consuming and complex task. In this scenario, two feature selection 

techniques are proposed by the IBM SPSS modeler. The first technique is the feature selection 

algorithm, which is used to identify the most important features in the customs inspection dataset 

in three steps. The first step is screening which discarding unnecessary columns that are not 

important or have missing values or unbalanced variations. The second step is ranking, where the 

remaining useful input will be sorted and ranked as per its importance. Finally, the feature selection 

algorithm will select only the important features to be used as input for the model [23]. The features 

are shown in the below table; 

Table 5: Feature selection Node 

The feature selection node 

Target Input 

Second_Inspection AircraftType, ExpectPieces, ExpectWeight, ULDType, FlightType, 

LevelRiskOrigin, Flight_Day, Flight_Month, DayFlightorNight, 

RiskCarriere, CarriereRiskLevel 
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The random tree algorithm is used to select the most important features where it provides sample 

data through the use of bootstrap sampling with replacement. Using a random selection of 

predictors, the best predictor is utilized to divide a tree node. The sample data from customs 

inspection data is used to grow a tree model and it randomly selects part of the predictors and uses 

the best one to split a tree node. This process is repeated when splitting each tree node [24]. The 

features are shown in the below table; 

Table 6: The Random Tree 

The random tree 

Target  Input 

Second_Inspection ExpectPieces, ExpectWeight, ULDType, LevelOfRisk, 

LevelRiskOrigin, Flight_Day, Flight_Month, DayFlightorNight, 

RiskCarriere, CarriereRiskLevel, DestGroup 

 

4.3.1.1.2. Business Feature Selection 

In this scenario the input selected by the subject matter expert in customs, and the features selected 

are as below;  

Table 7: Business Feature Selection 

The random tree 

Target  Input 

Second_Inspection ExpectPieces, ExpectWeight, ULDType, FlightType, 

NB_PRODUCTS, LevelRiskOrigin, Flight_Day, Flight_Month, 

DayFlightorNight, CarriereRiskLevel,  

 

4.3.2. Detailed explanation of the chosen machine learning algorithms 

The selection of the model is essential, in this section, to determine the most effective machine-

learning model to optimize customs efficiency in detecting illicit shipments, five different models 

will be applied and their performance will be compared using performance evaluation metrics. The 

models are as follows; 
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 Neural Network: The model was selected due to its major ability to learn from the data and 

capture complex and non-linear relationships. Also, it can produce accurate predictions on 

unseen or new data by identifying different data patterns and learning from them, then using 

these patterns to perceive similar patterns in the new data. The model can also handle data 

volatility, allowing it to uncover hidden patterns in the data without configuring assumptions 

about the behavior of the data, which is an important advantage in the customs world [25]. 

 Logistic regression: The model was selected because it is simple and easy to comprehend for 

the binary classification problems. The model is also able to provide an assumption of the 

probability of a shipment being illicit or non-illicit based on the input of the variables with no 

requirements of high computation and tuning [26].  

 Decision Tree: The model was selected due to its ability to interpret the human decision-

making process. The model is simple, easy to explain, and can capture the relationship between 

continuous and categorical variables. It predicts the outcome based on the relations of the other 

variable rather than the input, thus, the model is beneficial in determining the main and 

important feature in the customs inspection dataset [27]. 

 XGBoost: The model was selected due to its high ability in classification problems where the 

model learns from decision trees and applies regularization techniques to increase and improve 

its performance this process is known as ensemble learning. Other benefits of the XGBoost 

model such as the ability to handle large datasets with efficient computation, feature 

importance analysis, and accurate prediction results. 

 Linear Support Vector Machine (LSVM): The model was selected due to its effectiveness 

in separating two different classes and capturing linear patterns in the data especially when the 

margin of separation is clear between the classes. The model can handle the high 

dimensionality of the data and perform well because of its generalization performance.  

4.3.3. Validation and Testing Procedures  

This section extends the data preparation process by splitting the customs inspection dataset into 

a training set and a testing set. After that, to achieve the full learning capacity of the model in the 

training set, a balancing technique is needed to reach the project’s objective of building a prediction 

model to detect shipments as illicit or non-illicit with great accuracy. Finally, different 

classification models will be deployed to both scenarios such as neural network, decision tree, 
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logistic regression, XGBoost, and LSVM. The models will be evaluated and the main aim is to 

identify the most effective model for detecting imported shipments.  

4.3.3.1. Data partition 

The dataset was split into a training set and a testing set, where 70% of the data is used to train the 

machine learning model, and 30% of the data is utilized to test and validate the model performance 

on unseen data. The percentage of the data partitioned is shown in the below figure; 

 

Figure 18: Data Partition  

 

4.3.3.2. Balancing 

The method followed in this research to balance the dataset is an under-sampling method.  The 

over-represented class in the target variable “Second Inspection” is 0 and instances were randomly 

removed to develop more balanced data for the modeling.  

 

Figure 19: Data set Before Balancing 
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The balance directives for the under-sampling in the portioned training dataset are as follows; 

 

Table 8 Dataset Balancing Factor 

Factor Condition 

0.644 Second Inspection=0 

1 Second Inspection=1 

 

The distribution of the second inspection feature in the training dataset is balanced as shown below; 

 

Figure 20: Dataset After Sampling 

Balancing the training set is very important before the classification model because the model 

learns from the training dataset. If the data is imbalanced, the model learns very well about the 

majority class while the minority class is underrepresented.  Therefore, the customs inspection 

dataset is balanced before the model stage to increase accuracy and reduce biases towards one 

class [35]. 

4.3.3.3. Evaluation metrics used to assess model performance 

There are different performance metrics to measure the classification model and used to evaluate 

the model performance on unseen data, such as confusion matrix, accuracy, precision, recall, F-

measure, and AUC [28]. The details of each metric are as follows; 
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Confusion matrix: It is a table of predicted values and actual values used to measure the 

performance of the classification model, the table is demonstrated below; 

 

 Positive (1) Negative (0) 

Positive (1) TP FP 

Negative (0) FN TN 

 

Accuracy: This metric measures how often the classification model accurately predicts, where the 

correctly predicted TP (True positive) and TN (True negative) will be added and divided by the 

total number of predictions TP, TN, FP (False positive), and FN (False negative). 

𝐴𝑐𝑐𝑢𝑟𝑎𝑐𝑦 =
𝑇𝑃 + 𝑇𝑁

𝑇𝑃 + 𝑇𝑁 + 𝐹𝑃 + 𝐹𝑁
 

Precision: This metric is important if the cost FP is high, it measures how many accurate cases 

turned out to be positive by dividing the TP by the sum of TP and FP. 

𝑃𝑟𝑒𝑐𝑖𝑠𝑖𝑜𝑛 =
𝑇𝑃

𝑇𝑃 + 𝐹𝑃
 

Recall: This metric is important if the cost of FN is high which concerns this case of customs 

control, it measures how well the classification model accurately predicts shipment being illicit. If 

the model has a high recall value this means that the model will capture illicit shipments reducing 

the cost of shipment passing undetected. Recall measures the TP and divide it by the sum of TP 

and FN.  

𝑅𝑒𝑐𝑎𝑙𝑙 =
𝑇𝑃

𝑇𝑃 + 𝐹𝑁
 

F-measure: This metric is measured by taking the harmonic mean of the recall and precision 

scores and the result values will be between the range of 0-1 if 0 means poor performance and 

higher means better performance. F-measures help to determine if the classification model has 
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balanced performance and can correctly identify true positives and the proportion of actual 

positives it can grasp.  

𝐹 − 𝑚𝑒𝑎𝑠𝑢𝑟𝑒 = 2 ×
𝑃𝑟𝑒𝑐𝑖𝑠𝑖𝑜𝑛 × 𝑅𝑒𝑐𝑎𝑙𝑙

𝑃𝑟𝑒𝑐𝑖𝑠𝑖𝑜𝑛 + 𝑅𝑒𝑐𝑎𝑙𝑙
 

Area Under the Curve (AUC): This graph helps to measure how well the classification model 

can separate between two classes in this case illicit and non-illicit. The best value for AUC is 1 or 

almost 1.  

ROC (Receiver Operating Characteristic): The graph is used to measure the performance of the 

classification model and to find out how it takes decisions among different values of thresholds or 

certainty. It is originated by figuring out the True Positive Rate (TPR) versus the False Positive 

Rate (FPR) on the x and y-axis of the graph. 

- Sensitivity highlights the items those are correctly classified  

𝑆𝑒𝑛𝑠𝑖𝑡𝑖𝑣𝑖𝑡𝑦 =
𝑇𝑃

𝑇𝑃 + 𝐹𝑁
 

- FN rate highlights shipments those are incorrectly classified by the model 

𝐹𝑁 𝑟𝑎𝑡𝑒 =
𝐹𝑁

𝑇𝑃 + 𝐹𝑁
 

- Specificity demonstrates non-illicit shipments those are correctly classified 

𝑆𝑝𝑒𝑐𝑖𝑓𝑖𝑐𝑖𝑡𝑦 =
𝑇𝑁

𝑇𝑁 + 𝐹𝑃
 

- FP rate measures illicit shipment incorrectly classified by the model 

𝐹𝑃 𝑟𝑎𝑡𝑒 =
𝐹𝑃

𝑇𝑁 + 𝐹𝑃
= 1 − 𝑠𝑝𝑒𝑐𝑖𝑓𝑖𝑐𝑖𝑡𝑦 

Youden’s J statistic: This method looks for the point of cut-off of X (TPR) and Y (FPR) at the 

corresponding threshold values. First of all, it not only considers the classifier sensitivity and 

specificity but also gives the overall accuracy of the model in a single score. If the value of 

Youden's J is high, it indicates a better discriminatory capacity of the test, meaning it is able to 

classify both illicit shipments and non-illicit shipments appropriately [36]. 
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4.3.4. Results  

4.3.4.1. Presentation of the Experimental Results 

Business Features selection models performance as shown below figures; the classification 

decision for the illicit container was made with a probability of the model higher than 0.5. 

 

Figure 21: Business Features Input 

 

Feature automatic selection models performance as shown below figures; the classification 

decision for the illicit container was made with a probability of the model higher than 0.5. 

 

Figure 22: Feature Automatic Selection Input 

Accuracy Precision Recall F-measure AUC

Neural Netwrok 0.96247 0.937 0.937 0.937 0.995

Linear Support Vector Machine 0.90839 0.85 0.938 0.891834452 0.965

Logistic Regression 0.90925 0.852 0.937 0.892480715 0.965

XGBoost 0.59733 0 0 0 0.562
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Accuracy Precision Recall F-measure AUC

Neural Netwrok 0.83199 0.741 0.896 0.811161881 0.919

Linear Support Vector Machine 0.8146 0.72 0.883 0.793212726 0.9

Logistic Regression 0.81172 0.715 0.886 0.791367895 0.899

Decision tree 0.76319 0.788 0.563 0.656763879 0.734

XGBoost 0.59733 0 0 0 0.624
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Key Insights: 

1. Logistic Regression Model: 

o Initialized 11 predictors for automatic features selection and 10 predictors as 

business features selection variables for shipment prediction. 

o Accuracy reached 81.172% and 90.925% in automatic feature selection and 

business feature selection, respectively. 

o Established an Area Under Curve (AUC) of 0.899 in automatic features selection 

and 0.965 in business features selection. 

o Precision, recall, and F1-measure are as an automatic feature selection: 0.715, 

0.886, and 0.791. For business feature selection 0.852, 0.937, and 0.89 respectively. 

2. Decision Tree Model: 

o The model adopted a minimalist structure with only 3 predictor variables. 

o Obtained a lower overall accuracy score (76.319%) in the process of automatic 

feature selection than the logistic regression model. 

o Achieved an area under curve (AUC) of 0.734 

o These results demonstrated a precision of 0.788, recall of 0.563, and F1-measure of 

0.656. 

3. XGBoost Model: 

o The automatic feature selection used 11 predictor variables, while the business used 

10 feature variables for shipment prediction. 

o Reached the lowest overall accuracy of 59.733% for both automatic features 

selection and business features selection. 

o Shows an area under the curve (AUC) of 0.624 and 0.562 in automatic features and 

business features selection, respectively. 
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4. Linear Support Vector Machine Model: 

o The 11 predictors were considered in automatic feature selection and the 10 

predictors in business feature selection for the prediction of shipments. 

o Achieved an accuracy of 81.46% in automated features selection while 90.839% in 

business features selection. 

o AUC (Area Under Curve) is calculated to be 0.9 for automatic features selection 

and 0.965 for business features selection. 

o Precision, recall, and F1-measure were for feature selection were found to be 0.72, 

0.883, and 0.793. Business feature selection was 0.85, 0.938, and 0.891 

respectively. 

5. Neural Net Model: 

o Applied 11 predictors for automatic feature selection and utilized 10 predictors for 

business feature selection to predict shipments.  

o Attained the greatest overall accuracy of 83.199% in automated feature selection 

and 96.247% in business feature selection.  

o Performs the best among the models and fetches the automated features selection 

AUC of 0.919 and the business features selection AUC of 0.995.  

o Precision, recall, and F1-measure are 0.741, 0.896, and 0.811 for automatic feature 

selection. In terms of business feature selection of 0.937, 0.937, and 0.937, the 

balanced trade-off is distinctly the case in this model. 

On the whole, the results showcased in the graphs reveal that features chosen by subject matter 

experts in customs performed better than the automated feature selection technique. The neural 

network model proved to outperform logistic regression, XGBoost, LSVM, and Decision tree at 

96.247% with the highest accuracy. The evaluation of the precision, recall, and f-measures showed 

the same result, precision, and recall of 0.937, which testifies that the model is well-

balanced. Another important point is that the NN model's AUC was 0.995, which is very high for 

the effective separation of two classes. Additionally, with regard to the trade-offs between model 
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complexity, performance metrics, and operational practicality that need to be given attention, the 

implementation of the most favorable customs shipment prediction model will be an easy task. 

Comparative Analysis: 

1. Overall Accuracy: 

o With an overall accuracy of 96.247%, the neural network model outperformed the 

LSVM (90.839%) and the logistic regression model (90.925%). 

o The accuracy demonstrates the model's capacity to correctly categorize shipments 

that are both positive and negative. 

2. Area Under Curve (AUC): 

o The neural network model has the greatest AUC value (0.995), demonstrating how 

well it can differentiate between shipments that are illegal and those that are not. 

o With AUC values of 0.965, respectively, come logistic regression and LSVM. 

3. Precision and Recall: 

o With a True Positive Rate of 0.938, the LSVM demonstrated the highest recall, 

which emphasizes its potency in detecting actual illicit shipments.  

o With recall levels of 0.937, the neural network and logistic regression models were 

almost equal.  

o The neural network leads with a precision of 0.937. Precision quantifies the 

percentage of real positives among all shipments forecasted as positive. 

4. F1-Measure: 

o The neural network model has the highest F1-Measure (0.937), a harmonic mean 

of precision and recall that shows a balance between the two.  

o F1-Measure values of 0.89 are attained by both LSVM and Logistic Regression, 

respectively. 



 

            38  

 

In brief, logistic regression, LSVM, and neural networks have been shown to be good across the 

metrics; however, the neural network seems to be the best at the recall sub-metric due to its ability 

to correctly identify illicit shipments. In spite of a favorable model demonstrating balanced 

precision and recall, it gives the best discriminating power with the highest AUC. On that note, 

the ideal choice for optimizing customs efficiency and predicting contraband shipments is to use 

a neural network model. The decision depends on the model’s recall performance metric and its 

ability to accurately classify shipments carrying high risks of being illicit that must be detected 

and, on the other hand, to reduce the costs of normally passing undetected shipments that are very 

important in the customs environment. 

4.3.4.2. Predictor Importance of the Neural Network Model 

The important predictors can be decided based on the reduction variance of the target attribute 

"Second Inspection" from each predictor by using (sensitivity analysis) which finds, under a given 

set of assumptions, the effects of varying values of a single independent variable on the specific 

dependent variable [29]. The predictors given in the graph above are by the formula below; 

𝑌 = 𝑓(𝑥1, 𝑥2, … , 𝑥𝑘) 

Where Y=Second Inspection (Target) 

𝑋𝑗 predictor, where j=1..k 

K=The number of predictors 

F()=Function factor 

In accordance with the sensitivity measure described below, the predictors are ranked; 

𝑆𝑖 =
𝑉𝑖

𝑉(𝑌)
=

𝑉(𝐸(𝑌|𝑋𝑖))

𝑉(𝑌)
 

where the unconditional output variance is denoted by V(Y), the expectation operator E in the 

numerator requires an integral over 𝑋−𝑖 ; that is, all factors except 𝑋𝑖, (Y), the expectation operator 

E in the numerator requires an integral over X_(-i); that is, all factors except X_i. The variance 

operator V then implies an additional integral over 𝑋𝑖. Thereafter, the normalized sensitivity is 

used to calculate predictor importance.; 
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𝑉𝐼𝑖 =
𝑆𝑖

∑ 𝑆𝑗
𝑘
𝑗=1

 

The concept of sensitivity in depth and ranked the predictor as a way of measuring sensitivity, 

which is the crucial component of any combination of interaction and non-orthogonality among 

predictors [29]. The description below gives the normalized significance of the major 

characteristics of the neural network model; 

𝑉𝐼𝐿𝑒𝑣𝑒𝑙𝑂𝑓𝑅𝑖𝑠𝑘𝑂𝑟𝑖𝑔𝑖𝑛 = 0.29 

𝑉𝐼𝑁𝐵_𝑃𝑅𝑂𝐷𝑈𝐶𝑇𝑆 = 0.24 

𝑉𝐼𝐸𝑥𝑝𝑒𝑐𝑡𝑊𝑒𝑖𝑔ℎ𝑡 = 0.13 

𝑉𝐼𝐶𝑎𝑟𝑟𝑖𝑒𝑟𝑒𝑅𝑖𝑠𝑘𝐿𝑒𝑣𝑒𝑙 = 0.09 

𝑉𝐼𝐸𝑥𝑝𝑒𝑐𝑡𝑃𝑖𝑒𝑐𝑒𝑠 = 0.08 

𝑉𝐼𝑈𝐿𝐷 𝑇𝑦𝑝𝑒 = 0.06 

𝑉𝐼𝐹𝑙𝑖𝑔ℎ𝑡 𝑇𝑦𝑝𝑒 = 0.04 

𝑉𝐼𝐹𝑙𝑖𝑔ℎ𝑡_𝑚𝑜𝑛𝑡ℎ = 0.03 

𝑉𝐼𝐹𝑙𝑖𝑔ℎ𝑡_𝑑𝑎𝑦 = 0.03 

𝑉𝐼𝐷𝑎𝑦𝐹𝑙𝑖𝑔ℎ𝑡𝑜𝑟𝑁𝑖𝑔ℎ𝑡 = 0.01 
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Figure 23: Predictor Importance 

These factors are taken into account from the most significant sensitivity factor to the least 

significant one. 

LevelOfRiskOrigin: The origin risk level imparts information that can be utilized to predict the 

shipments for control purposes. Analysis of the degree of sensitivity related to risk level origin can 

allow customs to carry out the most impactful inspections first. 

NB_PRODUCTS: This evaluates the number of goods each airway bill or container carries and 

when changes happen in trade volume, regulations, and operational factors it may affect container 

control outcomes. For example, the enormous amount of devices increases the risk of security 

holes. Sensitivity analysis of what is the number of products inside the container revealed that 

customs offices would have an opportunity to allot resources thoughtfully and rearrange inspection 

priorities so as to lessen risks.  

ExpectWeight: In the container weighing context, load dimension is often a hint of likely payload 

contents, action, or non-compliance. The authority will feel curious about its particular mass and 

bear examination further. The side effect of container weight sensitivity analysis is that it helps 
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tricky customs to detect whether the weight of the container is anomaly or not and channel the 

inspections based on the detection, in this way smuggling activities will be reduced. 

 In conclusion, application in customs inspection: it is necessary to understand the influence on the 

level of risk origin, NB_PRODUCTS, and volume weight which in turn enhance customs control. 

Sensitivity analysis will help customs to discover those factors that predict inspections the most, 

and this way they will be able to create predictive models that are based on the most influential 

predictors. By applying this strategy, time and funds be are saved, the delay for the clearance of 

freight is reduced and security measures are improved. 

4.3.4.4. Visualization of the Most Important Predictors 

4.3.4.4.1. Nominal features 

The importance of each of the predictors has been measured with the help of a cross-tab for the 

calculation of the chi-square for proving the statistical significance of the below predictors- 

- Chi-square value that is “ULD Type” is 4797.807, 1 is df value, and the p-value is less than 

.001 that reflects the statistical significance.  

 

Figure 24: Predictor ULD Type 

- Chi-square value of “Flight Type” is 334.423, 1 is the value of df, and the p-value is less 

than .001 which shows the statistical significance of the variable.   
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Figure 25: Predictor Flight Type 

- “LevelRiskOrigin” chi-square value is 24785.745, the df value is 4, and the p-value is less 

than .001 which proves the statistical importance of this attribute.   

 

Figure 26: Predictor Level Risk Origin 

-  “Flight_Day” chi-square value is 847.893, the df value is 6, and the p-value is less than 

.001 which proves the statistical importance of this attribute.   
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Figure 27: Predictor Flight Day  

- “Flight_month” chi-square value is 174.102, the df value is 11, and the p-value is less than 

.001 which proves the statistical importance of this attribute.   

 

Figure 28: Predictor Flight Month 

- “DayFlightorNight” chi-square value is 1534.484, the df value is 1, and the p-value is less 

than .001 which proves the statistical importance of this attribute.   
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Figure 29: Predictor Day Flight Night 

- “CarriereRiskLevel” chi-square value is 11726.295, the df value is 3, and the p-value is 

less than .001 which proves the statistical importance of this attribute.   

 

Figure 30: Predictor Carrier Risk Analysis 

4.3.4.4.2. Numeric features 

The Mann-Whitney U test is utilized to test the null hypothesis. The results are shown in the below 

table for the comparison between the predictors “Expect Weight”, “Expected Pieces”, and 

“NB_PRODUCTS” and the predicted class “Second Inspection” where the significant threshold 

is ≤ 0.050; 
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Table 9: Hypothesis Testing 3 

Null hypothesis Test Type Significance 

The distribution of “ExpectPieces” 

is the same across categories of 

Predicted_Class_Second_Inspection. 

Independent-Sample 

Mann-Whitney U test 

< 0.001 

The distribution of “ExpectWeight 

“ is the same across categories of 

Predicted_Class_Second_Inspection. 

Independent-Sample 

Mann-Whitney U test 

< 0.001 

The distribution of 

“NB_PRODUCTS” is the same 

across categories of 

Predicted_Class_Second_Inspection 

Independent-Sample 

Mann-Whitney U test 

< 0.001 

 

The above result illustrates that the p-value is less than 0.001 which showcases strong evidence 

against the null hypothesis. This result shows a statistically significant difference between the 

mentioned numeric predictors and the predicted class “Second Inspection”  proving the relation 

therefore rejecting the null hypothesis. 

 

Figure 31: Numeric Predictor Whitney U Test 
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Figure 32: Numeric Predictor Distribution 1 

 

 

Figure 33: Numeric Predictor Distribution 2 

 

4.3.4.6. Analysis of Confusion Matrix 

The neural network model's confusion matrix is displayed in the table below, which aids in 

clarifying how well the algorithm detects shipments; 

Table 10: Confusion Matrix 

Actual Predicted 

1 0 

1 96.10% 3.90% 

0 2.70% 97.30% 

 

True Positive (TP): 96.10% of the actual illicit shipments were accurately predicted by the model 

to be illicit.  
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False Negative (FN): 3.90% of the actual illicit shipments were mispredicted by the model as non-

illicit. 

True Negative (TN): 97.30% of the actual non-illegal shipments were accurately predicted by the 

model to be non-illegal. 

False Positive (FP): The model miscalculated the proportion of actual non-illegal shipments to be 

unlawful, estimating 2.70%. 

The sensitivity is calculated as follows in order to determine the shipments that are accurately 

categorized as unlawful.; 

sensitivity =
96.10%

96.10% + 3.90%
= 96.10% 

Additionally, the specificity is assessed in order to determine the accurately categorized non-illicit 

shipments; 

specificity =
97.30%

97.30% + 2.70%
= 97.30% 

 

4.3.4.7. Analysis of ROC Curves and AUC Values 

The ROC curve (Receiver Operating Characteristic) is a graph that helps to determine how well 

the classification model is performing and how it takes decisions at different thresholds or certainty 

[30]. The ROC curve contains two axis X and Y, the Y axis shows the classification model’s ability 

to classify illicit shipments (True positive rate) correctly in other words, it measures the sensitivity 

of the model, and the higher the value the better the model detects illicit shipment for further 

inspection by customs. The X-axis shows the (1-specificity) of the classification model where it 

measures if the model classifies non-illicit shipments as illicit and requires customs to further 

inspect the shipment and wasted time and resources (False positive rate), the lower the value of FP 

in the X axis the better which lower value indicate that the model correctly classifies illicit 

shipments. The AUC (Area Under the Curve) is an evaluation metric as well where it measures 

the classification model performance on differentiating between two classes and it is used as a 

summary of the ROC curve. If the value of AUC is 1 or near 1 this means the model can 

differentiate between positive and negative classes in this case, illicit or non-illicit, and if the value 
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of AUC is 0.5 this means the model classification at random and not accurate, and finally if 0 

means the model fail to differentiate between positive and negative classes. 

 

Figure 34: Neural Network ROC 

The neural network model's ROC curve, seen above, provides a graphical depiction of performance 

as the discrimination threshold changes. The True Positive Rate (TPR, or Sensitivity) and False 

Positive Rate (FPR, or 1 - Specificity) are compared in this research experimental set at a threshold 

of 0.5. This curve illustrates the fine balance between correctly categorized negatives and reliably 

detecting genuine positives, with each data point representing a different threshold level. Through 

Youden's J statistic, the ideal cut-off point can be determined. The ROC curve's maximum vertical 

distance from the point (X, Y) on the diagonal (random line) is maximized by this statistic, which 

also improves the net accurate classification through maximization of the difference between 

sensitivity and (1 - specificity). 

The present analysis employs a selective selection of data points from the below table to 

demonstrate the sensitivity, 1-specificity, and related Youden value: 

Table 11: Cherry pick data points 

Sensitivity 1-Specififty Youden 

0.1993 0.0007 0.1986 

0.6053 0.0029 0.6024 

0.8267 0.013 0.8137 
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0.92295 0.0468 0.87615 

0.9556 0.107 0.8486 

0.993 0.1551 0.8379 

0.6121 0.003 0.6091 

0.9105 0.0255 0.885 

0.9963 0.2002 0.7961 

 

Based on the aforementioned results, the cutting point is identified as point A = (X;Y) = 

(0.92295;0.0468), which corresponds to the Youden value of 0.87615. The True Positive Rate 

(TPR) or Sensitivity at the selected threshold is represented by the X-coordinate (0.92295), which 

is the percentage of true positive instances among all actual positive instances that the model 

properly recognized. The Y-coordinate (0.0468), on the other hand, represents the False Positive 

Rate (FPR) or the complement of Specificity at the selected threshold. This represents the 

percentage of false positive cases that the model mistakenly categorized as positive out of all real 

negative cases. The results mentioned above demonstrate the neural network model's dependability 

and efficiency to recognize both illegal and lawful cargo, which could enhance customs 

productivity throughout inspection and better utilize available resources.  
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Chapter 5- Discussion 

This research aims to achieve main four objectives; the first objective was to build a machine-

learning model that can predict or classify imported shipments as illicit or non-illicit. This 

objective was successfully reached by gaining a comprehensive understanding of the customs 

inspection data, enhancing its quality, exploring important factors using EDA analysis, and data 

preparing the data for the model. The classification models applied were neural network, logistic 

regression, decision tree, LSVM, and XGBoost. However, the neural network achieved the best 

result in terms of performance in detecting shipments with a great accuracy of 96.247% exceeding 

all models applied. These results have also been confirmed by (Singh et al., 2023) which they 

used a neural network model and achieved an accuracy of  86.9% for customs detection, and this 

proves the model reliability in this research achieving higher model performance. The second 

objective of this research is to improve the accuracy and efficiency of targeting high-risk 

shipments, and this objective was fulfilled by applying different techniques such as features 

engineering and performing feature importance analysis. Engineering new features helped the 

model to capture the pattern and learn from the data along with important analysis where an 

automatic feature selection algorithm is used, a different technique was utilized to improve the 

model’s accuracy which is the advice from customs expert matter for feature selection. This helped 

to enhance the accuracy and efficiency of targeting high-risk shipments which was seen in the 

automatic feature selection algorithm where the neural network model accuracy is 83.199% and 

improved after following the domain knowledge of the customs matter expert for feature selection 

improved the neural network model accuracy to be 96.247%. The mentioned results restate the 

paper of (Nargesian et al., 2017) that one of the contributions of feature engineering is the ability 

to improve the predictive performance of the model. The feature selection by customs experts 

helped in selecting the relevant features, reducing the training time, avoiding repetition and high 

dimensionality, and helping to improve the machine learning model's performance as mentioned 

in the article published by (Wu, n.d.). According to (Xin Zhou, 2019) paper, discusses the 

importance of cost-sensitive classification, which accounts for the expenses associated with 

incorrectly categorizing declarations posing a high risk this leads to the third objective of this 

research, which is to increase customs productivity and reduce the false positives in customs 

inspection which can be a waste of resources and time that can be utilized on illicit shipments. The 
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neural network model built has a high precision rate of 0.937 which indicates that the model 

accurately predicts illicit shipments which increases the customs productivity and lowers the false 

positive case percentage which is less than 6%. The final objective is to maintain effective security 

and trade flow, this is achieved by the neural network model where the recall result was .937 and 

this result was confirmed by (Singh et al., 2023) where the model recall in their research was .92. 

This shows that the model’s ability to capture illicit shipments reduces the cost of shipments 

passing undetected as non-illicit and this ensures the security of the nation and maintain effective 

trade flow.  

  

Chapter 6- Conclusion 

6.1. Conclusion 

This research aims to address the urging challenges faced by customs personnel in cargo. The 

surge in imports has strained customs resources and created inefficiencies, prompting the need for 

data-driven solutions to increase customs productivity and maintain effective security by 

improving the detection of illicit shipments. Through the application of different machine learning 

models to predict imported shipments and extensive evaluation and analysis, it was found that the 

neural network model developed as the most efficient algorithm, accomplishing a superb accuracy 

of 96.247%. This result was obtained through major efforts in data cleansing, feature 

transformation, preparation, and feature importance analysis and selection to gain the highest 

reliability and robustness of the classification model. 

6.2. Contributions to Knowledge 

By incorporating the newest scientific knowledge, this research helps out the urgent situation of 

heightening customs performance for the purpose of detecting smuggling. The proof of the 

superiority of the neural network model among other classification models, as well as the accent 

of data quality and transformation techniques, in the present research, presents valuable remarks 

in the fight to upgrade and automatize the detection of contraband imports in the customs arena. 
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6.3. Practical Implications 

The findings have the application, among customs functions, for the inspection. The machine 

learning model acts as a helpful weapon for detecting illegal imports with high precision for trade 

security as well as collective social peace. With the help of classification models, customs can 

automate and improve the declaring procedures through staff allocation. 

6.4. Recommendations and Future Work 

The study though provides deep insight, the need for more research and improvement is still there. 

The future study can explore using more data sources and/or predictor variables like shipment 

tracings and historical compliance data to further enhance the model's prediction precision. First 

of all, there is a necessity to involve customs experts in order to check the created model and to 

prove its relevance for the purposes of customs declaration practices. Similarly, the validation of 

the model utilizing actual data and tracking the real-time performance of the model are effective 

approaches to test its effectiveness and adaptability in actionable settings. Furthermore, the ethical 

questions raised about using AI in customs should be considered for future studies. Responsible 

adoption of AI necessarily comprises talks related to the privacy, openness, as well as the fairness 

of applying classification algorithms implicitly to given contexts. In the mentioned context, 

researchers ought to act proactively when it comes to people's trust and adoption of AI-based 

solutions by dealing with these ethical issues.
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