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Abstract

This dissertation examines the power series solutions—and their analytic continuation via

gauge transformations—of three classical nonlinear ordinary differential equations arising in

fluid mechanics that are mathematically related by their large-distance asymptotic behaviors

in semi-infinite domains. The first problem examines the influence of surface tension and

gravitational forces to form a static air–liquid interface that intersects a flat wall at a given

contact angle and limits to a flat pool away from the wall. The second problem considers

the related configuration of an axisymmetric air–liquid interface formed when the flat wall is

replaced with a right circular cylinder. In both problems, we show that although power series

solutions for the interface shapes are readily obtainable, the series diverge due to the influence

of convergence-limiting singularities. In both cases, these singularities are mapped to new

locations through transformations that are motivated by long-distance asymptotic behaviors

of the solution. Convergent power series solutions to both problems are thus obtained. The

third problem considers the Sakiadis boundary layer induced by a rapidly moving wall in

a semi-infinite fluid domain, for which no exact analytic solution has been put forward in

prior literature. For this problem, we follow the approach of the previous problems, and derive

a convergent power series solution for both Newtonian and Ostwald-de Waele power law

non-Newtonian fluids. Overall, this dissertation demonstrates that asymptotic behaviors, in

conjunction with gauge function choices, can lead to exact convergent power series solutions to

problems in mathematical physics.
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I. Introduction

The primary objective of the thesis is to examine and enhance the ability of power series solutions

to solve nonlinear ordinary differential equations (ODEs). This work is motivated by a growing

body of literature in which such methods have been used to solve problems in disparate areas of

mathematical physics [1–7]. It is within this context that we study the convergent power series

solutions to three classical nonlinear ODEs in fluid mechanics 1. In the first problem, we consider a

configuration where an air–liquid interface with surface tension rises above a static pool of liquid,

referred to here as the "Flat Wall Problem". The second related problem is the "Cylindrical Wall

Problem", where the shape of an axisymmetric interface is determined along a right cylindrical

wall immersed in a static pool of liquid. In the final problem, we extend the previously studied

flow field associated with the Sakiadis boundary layer for a Newtonian fluid (referred to here as

the "Newtonian Sakiadis Problem") to Ostwald-de Waele power law fluids (referred to here as the

"Non-Newtonian Sakiadis Problem").

In all the three problems, exact solutions are obtained for interface shapes and flow fields in

the form of convergent power series solutions written to incorporate asymptotic behaviors and

judiciously chosen gauge functions. In the current context, a gauge function is defined as follows.

For a given function expressed as f (x) =
∞

∑
n=0

anxn where an are constants, a gauge function, g(x),

is defined so that f (x) may be rewritten as f (x) =
∞

∑
n=0

An (g(x))n. This is equivalent to the Taylor

expansion of composite function f (g(x)) in powers of g, or equivalent to a variable transformation

u = g(x) where f (u) is the resulting function. When a transformed series—such as that using a

gauge function transformation—has a region of convergence, which extends beyond that of the

1These three problems have been completed in collaboration with W. Cade Reinberger, PhD student at RIT

Mathematical Modeling program. Hence, portions of this document may appear in Reinberge’s dissertation

in the future.
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original series, this is referred to as an analytic continuation of the original series [8].

In the Flat Wall Problem, the shape of a static meniscus forming along a flat wall in an infinite

horizontal pool is well-studied [9, 10]. For this problem, there exists an exact solution—expressed

as distance from the wall as function of interface height [9]. Here, we provide an alternative

explicit solution as interface height vs. distance from the wall. The problem choice is judicious as

the prior exact solution enables conclusions to be drawn efficiently—and these conclusions can be

applied to the other problems considered in this thesis. We show that the asymptotic behaviour

follows an exponential form and there exists a singularity whose effect limits convergence of the

standard power series solution. An exponential variable transformation is used that effectively

moves the singularity responsible for the radius of convergence, which is the distance between the

expansion point and the closest singularity, further from the expansion point. This transformation

allows for the new series to converge over the entire physical domain, and is thus an effective

analytic continuation of the original series, whose region of convergence was restricted to only a

portion of the physical domain. This work has been published in February 2023 by IMA Journal of

Applied Mathematics [11].

In the Cylindrical Wall Problem, we examine the height of a static liquid interface that forms on

the outside of a solid vertical cylinder in an unbounded stagnant pool exposed to air. Gravitational

and surface tension forces form the interface shape as characterized by the Bond number. Here,

we provide a convergent power series solution for interface shapes that rise above or fall below

the horizontal pool as a function of contact angle and Bond number. We find that the power

series solution expressed in terms of the radial distance from the wall is divergent, and thus

rewrite the divergent series as a new power series expressed as powers of an Euler transformed

variable (i.e., the Euler transform is a particular type of a gauge function described herein); this

series is modified to match the large distance asymptotic behavior of the meniscus. The Euler

transformation is a type of analytic continuation, as it maps non-physical singularities to locations

2
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that do not restrict series convergence in the physical domain, while the asymptotic modification

increases the rate of convergence of the series overall. We demonstrate that when the divergent

series coefficients are used to implement the Euler transformation, finite precision errors are

incurred, even for a relatively small number of terms. To avoid such errors, the independent

variable in the governing differential equation is changed to that of the Euler transform, and

the power series is developed directly without using the divergent series. The resulting power

series solution is validated by comparison with a numerical solution of the interface shape and

the matched asymptotic solution for the height of the interface along the cylinder developed by

Lo [12] for small Bond numbers. The convergent power series expansion has the ability to exceed

the accuracy of the matched asymptotic solution for any Bond number given enough terms, and

the recursive nature of the solution makes it straightforward to implement. This work has been

published in January 2024 by IMA Journal of Applied Mathematics [13].

The Non-Newtonian Sakiadis Problem is an important flow field in configurations where thin

liquid films are coated onto moving substrates [14], and is an essential component of hydrodynamic

assist in high speed curtain coating [15]. To date, the Newtonian Sakiadis Problem has been

examined by our research group, and a conjectured exact analytical solution has been obtained [11].

In practice, however, many coated fluids are non-Newtonian, as they often contain dispersions and

polymeric materials—these impart a flow dependence to viscosity, which incorporates the ability

of the fluid to resist deformation. It is well known in the coating literature that such characteristics

can have a drastic impact on the ability to coat thin liquid films uniformly [14]. In this thesis,

we extend the approach used to solve the Newtonian Sakiadis Problem to obtain an analytical

solution of the Sakiadis boundary layer for non-Newtonian Ostwald-de Waele power law fluids.

Contrary to prior literature, the asymptotic behavior in this problem dictates that a solution only

exists in a limited range of physical parameters, which is a direct consequence of mathematical

limitations of the power law model itself. The utility of the power series solution is that it can

3
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be solved on the entire semi-infinite domain and––in contrast to a numerical solution––does not

require a finite domain length approximation and subsequent domain length refinement. This

work has been published in April 2023 by Physics of Fluids [16].

This thesis is organized as follows. For each problem, we study the governing equation, boundary

conditions, a divergent power series expansion about the wall location, an asymptotic expansion

away from the wall, a convergent power series solution motivated by the asymptotic expansion, and

comparison with the numerical solution and/or other existing solutions. The Flat Wall Problem is

considered in Chapter II, the Cylindrical Wall Problem in Chapter III, and the Non-Newtonian

Sakiadis Problem in Chapter IV. We provide some overarching conclusions drawn from the three

problems considered in Chapter V. In Appendix A, formulas used to manipulate nonlinear series

are provided. Appendix B provides details related to the Cylindrical Wall Problem; this includes

formulas related to Euler transformation, a small interface slope asymptotic solution, and the

first and second order matched asymptotic solutions developed by Lo [12]. Appendix C provides

details related to the Non-Newtonian Sakiadis Problem; this includes the shooting algorithm

used to solve the problem numerically (used to compare with the power series solution), relevant

numerically determined constants used to generate the solution, and the algorithm used to predict

the same constants via the convergent power series solution itself.

4
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II. The meniscus formed on a flat wall

Portions of this chapter are taken directly from a manuscript published in IMA Journal of Applied

Mathematics [11]. Some notation and verbiage have been changed to enhance the readability of the

thesis document as a whole.

II.1 Problem statement and formulation

We examine the well-studied problem of the shape of a static meniscus rising above an infinite

horizontal pool [9, 10], referred to henceforth as the Flat Wall Problem. The pool of liquid with

density, ρ, is subjected to gravity, g, and is in contact with air of negligible density. A flat wall is

placed vertically in the pool, and the liquid intersects the wall with a contact angle θ (measured

through the liquid) as shown in Figure 5b; for purposes of this study, we assume that θ lies between

0 and π/2. The location of the air–liquid interface, with surface tension σ, is parameterized as

y = h(x) where x is the horizontal distance from the wall, and y = 0 is the undisturbed location

of the interface as x → ∞. For this configuration, the Young–Laplace equation couples with the

hydrostatic field to yield the following dimensionless equation and boundary conditions [9, 10]:

h̄ =
d2 h̄
dx̄2[

1 +
(

dh̄
dx̄

)2
]3/2 , (II.1a)

dh̄
dx̄

= − cot θ, at x̄ = 0, (II.1b)

h̄ → 0, as x̄ → ∞. (II.1c)

In the rest of the analysis, we switch notation where primes denote the derivatives of h̄ with

respect to x̄, and the over-bars denote dimensionless variables defined as

h̄ =
h
L , x̄ =

x
L , L =

√
σ

ρg
. (II.2)

5
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In (II.2), the characteristic length scale L is the well-known capillary length. Multiplying both

sides of (II.1a) by h̄′, integrating, and applying the boundary conditions (II.1b) and (II.1c), we

obtain

h̄′ = −

 1(
1 − 1

2 h̄2
)2 − 1


1/2

, (II.3a)

with the constraint

h̄ =
√

2(1 − sin θ) , at x̄ = 0, (II.3b)

where (II.3b) represents the height of the interface at the wall as function of the contact angle,

θ ∈ [0, π/2]. Note that (II.3b) is obtained by substituting the slope boundary condition (II.1b) into

the ODE (II.3a) at x̄ = 0. Moreover, note that, in (II.3a), h̄′ → −∞ as h̄ →
√

2.

The exact inverse solution x̄(h̄) of (II.3) is obtainable via variable separation and integration [9]

and is given as

x̄ = cosh−1 2
h̄
− cosh−1

√
2

1 − sin θ
+
√

2 + 2 sin θ −
√

4 − h̄2 . (II.4)

In what follows, we obtain an analytic solution for h̄(x̄) directly via series expansion. As motivated

in our introductory Chapter I, our intention in doing so is not to replace the solution (II.4) in

usage; rather is to examine how the choice of a gauge function affects series convergence. This

will also enable us to obtain a power series solution to the more complex Non-Newtonian Sakiadis

Problem in Chapter IV. The exact solution (II.4) is used in what follows to assess the accuracy of

the series solutions provided in Sections II.2 and II.3.

II.2 A divergent power series solution

The standard power series solution of (II.3) is found by assuming

h̄ =
∞

∑
n=0

an x̄n , |x̄| < |x̄s(θ)| , (II.5a)

which is readily differentiated term-by-term to compute h′. Substituting (II.5a) into (II.3), using

Cauchy’s product rule [17] (see Appendix A.2) to evaluate h̄2, and applying JCP Miller’s for-

6
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mula [18] (see Appendix A.1) for raising a series to a power, we obtain the following recursions

for the coefficients:

an+1 =
−2

n + 1
dn, n ≥ 0, (II.5b)

dn>0 =
1

nc̃0

n

∑
j=1

(
3
2

j − n
)

c̃jdn−j , d0 = c̃
1
2
0 , (II.5c)

c̃n>0 = cn>0 , c̃0 = c0 −
1
4

, cn>0 =
1

nb̃0

n

∑
j=1

(−j − n)b̃jcn−j , c0 = (b̃0)
−2, (II.5d)

b̃n>0 = bn>0 , b̃0 = b0 − 2 , bn =
n

∑
j=0

ajan−j, (II.5e)

with

a0 =
√

2(1 − sin θ). (II.5f)

In (II.5a), the series is stated to converge within the region |x̄| < |x̄s(θ)| with x̄s(θ) being the

as-of-yet undetermined closest singularity to x̄ = 0. Here, we conjecture that x̄s(θ) is the value

that satisfies h̄(x̄s) =
√

2 for a given θ in the exact solution (II.4), causing h̄′ → −∞ in (II.3a). Thus,

x̄s(θ) is known exactly in closed-form from the substitution of h̄ =
√

2 into (II.4) as

x̄s(θ) = cosh−1
√

2 − cosh−1
√

2
1 − sin θ

+
√

2 + 2 sin θ −
√

2 , (II.6)

where we note that x̄s ≤ 0 for θ ∈ [0, π/2] and, in fact, x̄s = 0 when θ = 0 (setting the radius of

convergence to be 0). We support the conjecture that x̄s is the closest singularity to x̄ = 0 (for all θ)

in what follows.

Figure 1 shows N-term truncations of series (II.5) (dashed curves), compared with the exact

solution (II.4) (•’s) for θ = π/4. The series (II.5) and numerical results agree for small x̄ but

ultimately diverge at a finite radius of convergence (indicated by a solid vertical line in the figure)

and given by |x̄s(π/4)| ≈ 0.30 from (II.6). Figure 2 provides a numerical implementation of the

ratio test in the form of a Domb Sykes plot [19], where it is seen that the radius of convergence

approaches 0.30 as n → ∞ (1/n → 0 in the figure), in agreement with (II.6) for θ = π/4. Although

7
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only shown in this section for θ = π/4, all permissible θ values lead to similarly divergent series,

limited by a radius of convergence of |x̄s(θ)|, calculated in accordance with (II.6)—this confirms

the conjecture stated above. In Section II.3, we utilize a gauge function transformation to overcome

this convergence barrier for all contact angles.

0 0.5 1 1.5
0

0.2

0.4

0.6

0.8

1

radius of convergence for  = /4

Figure 1: The solution to (II.3) is shown for a contact angle of θ = π/4. The N-term truncations of

the divergent series (II.5) (dashed curves) and the convergent resummation (II.15) (solid

curves) are compared against the exact solution (II.4) (•’s). The solid vertical line shows

the radius of convergence, |x̄s(π/4)| ≈ 0.30, computed from (II.6).
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0 0.2 0.4 0.6 0.8 1
0.3

0.4

0.5

0.6

0.7

0.8

0.9

1

0 2 4 6

10
-3

0.3

0.301

0.302

0.303

Figure 2: Domb-Sykes plot for (II.5) with θ = π/4, indicating (via the numerical ratio-test) a

radius of convergence of |x̄s(π/4)| ≈ 0.30, which is consistent with what is observed in

figure 1.

II.3 A convergent power series solution

Despite its divergence beyond some positive x̄-value, the power series solution (II.5) does provide

the correct interface shape close to the wall. To overcome this divergence, we first examine the

behavior of the solution away from the wall to deduce its behavior. To this end, the method of

dominant balance [20] is employed. To meet the constraint (II.1c), it is assumed that

h̄(x̄) ≪ 1, (II.7a)

and this also assures that its derivatives are small in the limit. To lowest order, then, the governing

equation (II.1a) is approximated as:

h̄′′ ∼ h̄ as x̄ → ∞. (II.7b)

9
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The asymptotic solution to (II.7b) is

h̄ ∼ C0e−x̄ as x̄ → ∞, (II.7c)

where C0 is an arbitrary constant. To obtain the next correction, we assume the following

expansion

h̄ ∼ C0e−x̄ + D(x̄) as x̄ → ∞, (II.7d)

where

D(x̄) ≪ C0e−x̄ as x̄ → ∞. (II.7e)

Equation (II.7d) is substituted into (II.1a), subdominant terms are neglected, and the resulting

linear equation is solved in accordance with the asymptotic relation (II.7e) to obtain:

D(x̄) ∼ 3
16

C3
0e−3x̄ as x̄ → ∞. (II.7f)

The same process is repeated to generate higher order correction to (II.7d). We obtain:

h̄ ∼ C0e−x̄ +
3

16
C3

0e−3x̄ +
25
256

C5
0e−5x̄ + O(e−7x) as x̄ → ∞. (II.8)

The pattern of exponentials is thus evident in equation (II.8).

The asymptotic solution (II.8) motivates us to transform (II.3) to reflect the exponential pattern

of (II.8). This is achieved by transformations in both the independent and dependent variables,

given respectively as

U(x̄) = e−2x̄, (II.9a)

H (U(x̄)) = h̄(x̄)ex̄. (II.9b)

Substituting (II.9) into (II.3) leads to the transformed ODE:

[
H + 2UH′] [UH2 − 2

]
= −H

√
4 − UH2 , (II.10)

with transformed boundary condition

H(1) =
√

2(1 − sin θ) , (II.11)

10



Power Series and Asymptotics

where H′ denotes the derivative with respect to U. Although an exact explicit solution to (II.10)

cannot be found as H(U), an exact implicit solution in H and U can be found by separating

variables, integrating (II.10), and applying (II.11) to arrive at

√
2 + 2 sin θ −

√
4 − UH2 = ln

H
[
1 +

√
1 + sin θ

]
√

1 − sin θ
[
2 +

√
4 − UH2

] . (II.12)

Equation (II.12) is used to extract the condition

H(0) =
4
√

1 − sin θ e−2+
√

2+2 sin θ

√
1 + sin θ +

√
2

, (II.13)

which implies H(0) = C0 in the asymptotic solution (II.8). This is needed for the series solution

that follows.

Using the same procedure as in Section II.2 (using Cauchy’s product rule [17] and JCP Miller’s

formula [18], provided in Appendixes A.2 and A.1, respectively), the power series solution of (II.10)

(with condition (II.13)) is given by

H =
∞

∑
n=0

AnUn, (II.14)

where,

An>0 =

−
n−1

∑
j=0

Aj[(1 + 2j)Cn−j +Dn−j]

D0 + C0(1 + 2n)
, (II.15a)

Dn>0 =
1

nB̃0

n

∑
j=1

(
3
2

j − n)B̃jDn−j , D0 = B̃
1
2
0 , Cn>0 = Bn−1 , C0 = −2 , (II.15b)

B̃n>0 = −Bn−1 , B̃0 = 4 , Bn =
n

∑
j=0

Aj An−j , (II.15c)

with

A0 =
4
√

1 − sin θ e−2+
√

2+2 sin θ

√
1 + sin θ +

√
2

. (II.15d)

Transforming back to h̄(x̄) space via (II.9), our expansion about x̄ = ∞ (i.e., U = 0) is

h̄ = e−x̄
∞

∑
n=0

An

(
e−2x̄

)n
, (II.15e)

which, by construction, is consistent with the asymptotic ordering (II.8) as x̄ → ∞, and shows

explicitly the exponential gauge function e−2x̄.

11
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Figure 1 shows N-term truncations of (II.15) (solid curve) compared with both the exact solu-

tion (II.4) (•’s) and divergent series (II.5) (dashed curves). The difference between the convergent

series solution (II.15) and the exact solution (II.4) is not discernible on the scale of the figure for

any N shown, and it is noteworthy to mention that the radius of convergence of the original

series (II.5) has been exceeded.

We now provide an explanation of why the series (II.15) converges to the exact solution (II.4) of the

ODE (II.3) describing a meniscus at a flat wall. The answer lies in the mapping provided by the

gauge function (II.9a), as shown in Figure 3 where the complex x̄ and U planes are compared. In

the x̄ plane of Figure 3, circles of convergence for (II.5) centered around x̄=0 are drawn for various

θ values, based on the conjectured closest singularity (to x̄ = 0), x̄s(θ), using (II.6). For θ = 0, no

circle is drawn, since x̄s(θ) (which sets the radius) is zero. Note, that these circles of convergence

each intersect the positive real line. In particular, for θ = π/4, this intersection occurs at the same

location as the radius of convergence of series (II.5) shown in Figure 1 by a solid vertical line; this

correspondence holds for all other values of θ, as expected from Taylor’s theorem. In the U plane of

Figure 3, the circle of convergence for (II.15) is drawn, centered at U = 0 and with mapped radius

of |e−2x̄s |; note that this circle now extends to the boundary of the physical domain for θ = 0 and

extends beyond it for θ > 0, which explains why (II.15) converges over the entire physical domain

for all values of θ. The circles of convergence in Figure 3 are, of course, still conjectured because, in

constructing the mapping in Figure 3, we are assuming that the singularity x̄s(θ) (given by (II.6))

is the closest singularity to x̄ = 0 and that no other singularities map to U singularities closer

to U = 0. In addition to the evidence given in Section II.2, further evidence that supports this

conjecture is provided in the Domb-Sykes [19] plots in Figure 4, where the radius of convergence

deduced from the numerical ratio-test is consistent with the locations of the mapped singularities

in Figure 3. It is worth noting that knowledge of these singularities is not required to imple-

ment the exponential gauge function transformation (II.9) that leads to a convergent series solution.

12
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Figure 3: The effect of the gauge function transformation (II.9a) on the singularities x̄s given

by (II.6) for various θ values, showing their placement on the negative real x̄ line (∗’s,

left) and their image on the positive real U line (◦’s, right). The dashed circles shown in

the x̄ plane deliniate the regions of convergence of series (II.5) for various indicated θ

values. The circles shown in the U plane delineate the regions of convergence of (II.15)

for the same θ values.
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Figure 4: Domb-Sykes plot for (II.15), for θ = π/4 (upper curve, ◦’s) and θ = 0 (lower curve, •’s),

indicating (via the numerical ratio-test) radii of convergence consistent with Figure 3.

II.4 Convergent power series solution results

The absolute error (absolute value of the difference) between (II.15) and the exact solution (II.4) is

shown in Figure 5a, which indicates convergence (as N increases) for a continuum of angles θ, as

prescribed in Figure 5b. Figure 5 is generated for the smallest possible contact angle (θ = 0) and

thus, by virtue of (II.3) being an autonomous ODE, contains interface shapes for all contact angles

as shifted semi-infinite domains; this is indicated in the figure. The maximum error occurs at the

wall and is shown versus N for θ = 0 in Figure 6.
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Figure 5: (a) Absolute error (absolute value of the difference) between N-term truncations of

series (II.15) and the exact solution to (II.3) given by (II.4) for θ = 0 (solid lines). Labeled

vertical lines show the wall at various contact angles specified in the adjacent figure. For

θ = π/4, the wall is at point B and the error between the divergent series (II.5) and the

exact solution (II.4) is shown by the dashed lines. (b) “Master” solution to (II.3) at θ = 0,

illustrating the θ values at points A, B, C, and D for potential wall locations in (a).
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Figure 6: Maximum absolute error (maximum of the absolute value of the difference) between

N-terms truncations of (II.15) and the exact solution (II.4) (occurring at x̄ = 0 and θ = 0),

plotted versus N.

II.5 Summary: The Flat Wall Problem

In this problem, we provided a convergent power series solution to the problem of a meniscus

at a flat wall, by means of transforming the original ODE in terms of variable substitutions (an

exponential gauge function in this problem) that are motivated by the asymptotic expansion

about x̄ → ∞. The transformation/gauge function mapped the dominant convergence-limiting

singularities out of the physical domain; also, convergence-limiting singularities do not need to be

known a priori but their locations are deduced nonetheless. The exponential gauge function used

in this work handled singularities in such a way to achieve the demonstrably convergent series

solutions. Our results indicate that asymptotic behaviors can be useful to motivate gauge functions

to overcome power series divergence. We will utilize this knowledge in the examination of the
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Cylindrical Wall Problem and Sakiadis boundary layer roblem of Chapters III and IV. Note that for

consistency in the remaining sections of this dissertation, we use an and An (with different accent

marks) to denote the coefficients of the diverging and converging series solutions, respectively.

Moreover, we use U (in the Flat Wall, Cylindrical Wall, and Newtonian Sakiadis Problems) or

U − 1 (in the Newtonian and Non-Newtonian Sakiadis Problems) to denote the gauge function

used to recast a diverging power series as a converging power series solution.
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III. The meniscus formed on the outside

of a circular cylinder immersed in a static

liquid pool: effective implementation of

the Euler transformation

Portions of this chapter are taken directly from a manuscript published in IMA Journal of Applied

Mathematics [13]. Some notation and verbiage have been changed from that submission to enhance

the readability of the thesis document as a whole.

III.1 Problem statement and formulation

The shape of a static interface (meniscus) formed on the outside of a vertical cylinder that is

partially submerged in an infinite horizontal pool has been studied since the early 1900s. This

problem was first examined in the literature by Ferguson [21] who obtained solutions for cylinders

having large radii. Since then, the problem has been solved numerically for wire coating and other

various applications [22, 23]. James [24] and later Lo [12] used the method of matched asymptotic

expansions [25] to predict explicit expressions for the height of the meniscus along the cylindrical

wall in the limit of small Bond number, B, as defined in (III.1d) below. More recent extensions of

this configuration are found in coating of optical fiber sensors and microfluids [26, 27] in liquid

pools of finite extent.

The problem examined here is configured as follows. An infinite horizontal pool of liquid with

density, ρ, is subject to gravity, g, and is in contact with air of negligible density. A cylindrical
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wall of radius, R, is placed vertically in the pool and the liquid intersects the wall with a contact

angle, θ ∈ (0, π) (measured through the liquid). The air–liquid interface has surface tension, σ,

and its height above (or below) the static pool, located at z = 0, is parameterized as z = H(r)

where r is the radial distance from the axis of symmetry of the cylinder. For this configuration,

the Young–Laplace equation couples with the hydrostatic pressure field to yield the following

dimensionless equation and boundary conditions for r̄ ∈ [1, ∞):

d
dr̄

 r̄ dH̄
dr̄[

1 + ( dH̄
dr̄ )

2
]1/2

− Br̄H̄ = 0, (III.1a)

dH̄
dr̄

= − cot θ at r̄ = 1, (III.1b)

H̄ → 0 as r̄ → ∞, (III.1c)

where

r̄ =
r
R

, H̄ =
H
R

, B =
ρgR2

σ
. (III.1d)

In (III.1d), the overbars denote dimensionless variables, and B is the Bond number, which provides

a ratio of characteristic scales for gravitational stress, ρgR, and surface tension stress, σ/R, that

compete to deform the interface.

The nonlinear system (III.1), may be solved approximately on a finite domain by shooting,

collocation, or other numerical methods. The intention of this work is to provide, for the first

time, an analytical solution for the interface shape governed by (III.1) over the entire semi-

infinite domain, which is expressed here as a power series. Although the standard power series

solution to (III.1) diverges (as shown in Section III.2), we combine two resummation techniques

to overcome this difficulty and to construct a single convergent expansion. In Section II.3, we

constructed a convergent series solution for the Flat Wall Problem by judiciously choosing an

independent variable (which becomes the gauge function in a power series expansion) motivated

by its asymptotic behavior at large distances from the wall [11]. In this work, we employ a
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similar approach to construct a convergent series solution that is asymptotically consistent at

both ends of the domain. We combine this asymptotic consistency with the well-known Euler

transformation [25] to arrive at our convergent power series solution. The relatively simple

structure of this problem enables us to examine the efficacy of asymptotically consistent power

series resummation methods for solving nonlinear ODEs introduced by Barlow et al. [1].

We validate our power series solution by comparing its results with a numerical solution, as well

as the B → 0 matched asymptotic solution for the height of the meniscus at the cylinder developed

by Lo [12]. As a general note here, asymptotic series are often divergent and are thus limited by

optimal truncation constraints. Additionally, the effort to determine higher order corrections can

be significant [25]. On the other hand, asymptotic methods are particularly efficient at describing

limiting regimes with just a few terms and are a staple of fluid mechanics and other disciplines.

The advantage of the power series method used here is that no overlap region is required as in

matched asymptotics, and, by virtue of being a convergent power series series, our solution may

be refined to within machine precision.

As stated above, the Euler transformation is embedded in our power series result. It is known that

when the coefficients of the original divergent power series are used to construct the Euler coeffi-

cients, finite precision errors inherent to the original series coefficients become magnified [28]—this

restricts solution accuracy beyond a certain number of series terms. However, we show in this

dissertation that the computational issue may be circumvented by transforming the radial variable

in the system (III.1) to the Euler transform variable and obtaining the power series solution to the

transformed system directly; this is equivalent to specifying the Euler transformed variable as the

gauge function. This result is important as this deficiency in the Euler transformation has been

observed in other problems of mathematical physics (see, for example, [29]).
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III.2 A divergent power series solution

We now consider the solution of (III.1) via power series. To begin, we make the transformation

r̃ = r̄ − 1, (III.2a)

such that r̃ = 0 corresponds to the location where the meniscus meets cylinder wall, and write

H̄(r̄) = H̄(r̃ + 1) = h̄(r̃) in equation system (III.1) to obtain

(r̃ + 1)h̄′′ = B(r̃ + 1)h̄
[
(h̄′)2 + 1

]3/2
− (h̄′)3 − h̄′, (III.2b)

h̄′ = − cot θ at r̃ = 0, (III.2c)

h̄ → 0 as r̃ → ∞. (III.2d)

In (III.2), note that we have utilized primes to denote derivatives of h̄ with respect to r̃, and

r̃ ∈ [0, ∞).

The standard power series solution of (III.2) is found by first assuming the form

h̄(r̃) =
∞

∑
n=0

an r̃n , |r̃| < r̃s(B, θ), (III.3a)

where r̃s(B, θ) is the as-of-yet undetermined radius of convergence as function of B and θ. Equa-

tion (III.3a) is then substituted into (III.2b) and—after applying JCP Miller’s formula and Cauchy’s

product rule (see Appendixes A.1 and A.2)—terms of like powers are equated to obtain

an+2 =
B fn − cn − (n + 1)an+1 − n(n + 1)an+1

(n + 1)(n + 2)
, (III.3b)

fn>0 = en−1 + en , f0 = e0 , cn =
n

∑
j=0

(n − j + 1)bjan−j+1, (III.3c)

en =
n

∑
j=0

(aj)(dn−j) , d0 = b̃3/2
0 , dn>0 =

1
nb̃0

n

∑
j=1

(
5
2

j − n
)

b̃jdn−j, (III.3d)

b̃0 = 1 + b0 , b̃n>0 = bn>0 , bn =
n

∑
j=0

(j + 1)(n − j + 1)aj+1an−j+1, (III.3e)
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with

a0 = h̄(0), and a1 = − cot(θ). (III.3f)

Note that in (III.3f), the value of a0 is not specified.

At this point, we use the value of a0 generated by a numerical solution to examine the behavior of

the power series solution; in Section III.5 to follow, an algorithm to predict a0 using the power

series itself is provided. The numerical solution used here is a Chebyshev spectral method (the

Chebfun package) [30] that implements piecewise polynomial interpolation to solve the nonlinear

differential equation as a boundary value problem on a finite domain length L; the length L is

chosen so that doubling its size affects the finite domain solution below an infinity norm (taken

between the L and 2L solutions) of O(10−13). In Figure 7, the dashed curves show the N-term

truncation of series (III.3) for B = 0.1 and θ = π/4. The power series solution (III.3) agrees with

the numerical solution of (III.2) for small r̃ but ultimately diverges at a finite radius of convergence

(indicated as a solid vertical line in Figure 7); the radius of convergence r̃s ≈ 0.26, which is

predicted using the Domb-Sykes plot in Figure 8 (the limit as n → ∞ provides the radius of

convergence); the Domb-Sykes plot itself is the numerical implementation of the ratio test [25].

Similarly divergent results are obtained for other values of θ and B.
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Figure 7: The solution to (III.2) is shown for Bond number B = 0.1 and a contact angle of

θ = π/4. The N-term truncations of the divergent series solution (III.3) (dashed

curves) and the convergent series solution (III.8) (solid curve) are compared against

the numerical solution with L = 60 (•’s). The solid vertical line shows the radius of

convergence, r̃s ≈ 0.26, computed from the Domb-Sykes plot.
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Figure 8: Domb-Sykes plot for (III.3) with B = 0.1 and θ = π/4 for N = 50, indicating (via the

ratio-test) a radius of convergence of r̃s ≈ 0.26. This is consistent with the divergent

series behavior of (III.3) observed in Figure 7.

III.3 A convergent power series solution

III.3.1 Euler transformation

Our goal is to recast the divergent series (III.3) as another power series that converges uniformly

over the entire semi-infinite domain. As in the Flat Wall Problem of Chapter II, this requires

a variable transformation that maps the convergence-limiting singularity to a new location to

increase the radius of convergence. To do so, we note that the coefficients of the divergent series

expansion (III.3) alternate in sign. This indicates (by a corollary to Pringsheim’s theorem) that the

singularity responsible for divergence lies along the negative real axis [31]. As such, it is likely

that application of the Euler transformation will induce convergence.
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The Euler transformation is defined as

h̄(r̃) = G(U(r̃)), (III.4a)

with

U =
r̃

r̃ + S
, (III.4b)

where S > 0 is a parameter corresponding to the approximation of the radius of convergence of

the diverging series (III.3). Given a power series in r̃ with a negative real convergence-limiting

singularity located at r̃ = −r̃s, a power series in U,

G =
∞

∑
n=0

ÂnUn, (III.5)

converges pointwise in U for any positive real S with S < 2r̃s (see Appendix B.2). The Euler

transformation (III.4) maps the domain of the new expansion variable to be between U = 0 and

U = 1, and maps the singularity such that the transformed disc of convergence contains the entire

physical domain, thus creating a convergent series. As shown in Appendix B.1, the power series

coefficients of the transformed function G about U = 0 can be written explicitly in terms of the

original Taylor coefficients an in (III.3) about r̃ = 0 as

Ân>0 =
n

∑
m=1

(
n − 1
m − 1

)
amSm, Â0 = a0. (III.6)

The above relation is attractive in that it may be applied to any divergent alternating series with

a finite radius of convergence, whether it originates as a solution to an ODE or not. Thus, for

purposes of generality, the Euler summation is often presented using an identity equivalent

to (III.6) [32]. However, the implementation of Euler summation via (III.6) is computationally

unstable to finite precision errors [28]. This is shown in Figure 9, where coefficients computed

using (III.6) deviate from their true value beyond some finite n value (here n ≈ 50). This error

originates through the recurrence relation in (III.3) for the divergent series coefficients, since

it incorporates the sums and differences of expressions involving exponentially growing series
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coefficients (see Figure 9). Since these coefficients are used in (III.6) to compute Ân, the Euler

summation coefficients incur this error.

To avoid finite precision error in computing the Euler transformation (III.4), we have found that

one must avoid using the original diverging series coefficients. This is accomplished by applying

the variable transformation (III.4) directly to the original ODE (III.2b) to obtain an ODE for G(U).

The Taylor coefficients Ân are then found as the coefficients to the power series solution in U to

the transformed ODE. Upon applying the Euler transformation (III.4), the ODE (III.2) becomes

G′′ =
2

1 − U
G′ +

((1 − U)4G′2 + S2)3/2BG
(1 − U)4 − (1 − U)3G′3

S(US + 1 − U)
− SG′

(1 − U)(US + 1 − U)
, (III.7a)

G′ = −S cot θ at U = 0, (III.7b)

G → 0 as U → 1. (III.7c)

In (III.7), the primes denote derivatives of G with respect to U, and U ∈ [0, 1). We next assume a

solution to (III.7a) of the form

G(U) =
∞

∑
n=0

ÂnUn , |U| < Us(B, θ). (III.8a)

Using JCP Miller’s formula (A.1) and Cauchy’s product rule (A.2), a recurrence can be obtained

(see Appendix B.4) for the Taylor coefficients Ân as

Ân+2 =
S2

(n + 1)(n + 2)

n

∑
k=0

(
k + 3

3

)
wn−k, (III.8b)

where

wn = fn +
n

∑
k=0

(qk − tk − uk)rn−k , fn =
2
S2

n

∑
k=0

(−1)k
(

3
k

)
(n − k + 1)Ân−k+1, (III.8c)

qn = B
n

∑
k=0

ℓk pn−k , ℓ̄n = S + (1 − S)δn,0 , ℓn =
n

∑
k=0

ℓ̄k Ân−k (III.8d)

un =
1
S

n

∑
k=0

(−1)k
(

2
k

)
(n − k + 1)Ân−k+1 (III.8e)
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dn =
n

∑
k=0

ukun−k , tn =
n

∑
k=0

dkun−k , d̄n = dn + δn,0 (III.8f)

rn = (1 − S)n − (1 − S)n−1(1 − δn,0), (III.8g)

pn>0 =
1

nd̄0

n

∑
k=1

(
5
2

k − n
)

d̄k pn−k , p0 = d̄3/2
0 , (III.8h)

with

Â0 = h̄(r̃ = 0), and Â1 = cot(θ), (III.8i)

where the Kronecker notation is used such that δn,0 is 0 when n ̸= 0 and 1 when n = 0. According

to equation (III.8a) and the Euler transformation (III.4), the interface shape can be written in terms

of physical domain coordinates as

h̄(r̃) =
∞

∑
n=0

Ân

(
r̃

r̃ + S

)n
. (III.8j)

The result (III.8) is the desired uniformly convergent representation of the solution via the Euler

transformation, where clearly
( r̃

r̃+S
)

is the gauge function. Returning to Figure 9, a comparison

is provided between the coefficients computed by transforming divergent coefficients according

to (III.6) and those directly from the transformed differential equation according to (III.8). We

observe that for n < 50, coefficients obtained are identical. However, for larger n values, we see that

the coefficients calculated from (III.6) begin to grow due to aforementioned finite precision error,

and deviate from those obtained by (III.8). We note here that the solution (III.8) converges slowly,

and that is evidenced by the slow decline in the magnitude of Ân as n increases in Figure 9.
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Figure 9: Coefficients of the divergent series solution an in (III.3) (dashed curve), Eulerized

transformed coefficients Ân in (III.6) (solid curve), and convergent series solution Ân

in (III.8) (solid curve), plotted vs. n, for θ = π/4 and B = 0.1 with S = (2 −
√

2)/2

calculated using (III.12). All coefficients are computed in double precision.

III.3.2 Prefactor inclusion

Convergence of the power series solution (III.8) may be improved by incorporating the asymptotic

behavior of the solution for h̄(r̃) as r̃ → ∞. We note that the power series solution (III.3) implicitly

matches the correct asymptotic behavior as r̃ → 0, and thus efficiently represents the solution

near the cylinder wall. To guide the form of a convergent resummation of (III.3), the asymptotic

behavior of h̄ as r̃ → ∞ is first determined. The height constraint (III.2d) necessarily implies that

h̄′ → 0 as r̃ → ∞. Thus, using the method of dominant balance [20] on (III.2b) we neglect terms
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that are quadratic or higher in h̄′ and obtain

(r̃ + 1)2h̄′′ + (r̃ + 1)h̄′ − B(r̃ + 1)2h̄ = 0 as r̃ → ∞. (III.9)

The solution of (III.9) is expressed in terms of the modified Bessel function (of the second kind) of

zeroth order as

h̄(r̃) ∼ D K0

(√
B(r̃ + 1)

)
as r̃ → ∞, (III.10)

where D is an undetermined constant that can only be found through consideration of finite r̃

behavior. For θ near π/2, note that the asymptotic result (III.10) is an excellent approximation for

h̄ for all r̃, and the boundary condition (III.2c) may be applied to determine D (see Appendix B.3).

For smaller angles, the power series (III.8) may be improved by combining the modified Bessel

function (III.10) with the Euler transformation (III.4b) as

h̄(r̃) = K0

(√
B(r̃ + 1)

) ∞

∑
n=0

Ān Un. (III.11a)

In (III.11a), U is the Euler transformation defined in (III.4b), and the estimate for the radius of con-

vergence, S, is determined in what follows. Note that as r̃ → ∞, the series in (III.11a) approaches

a constant, preserving the asymptotic Bessel function behavior (III.10) in this limit.

To solve for the Euler coefficients, Ān, in (III.11a), we use Cauchy’s product rule (see Appendix A.2),

and the formula for the Taylor coefficients of K0(
√

B(r̃ + 1))−1 in an expansion about U = 0,

relating r and U through (III.4b). This is done using the defining ODE for the modified Bessel

function, and applying the same techniques used to compute the coefficients Ân in Appendix B.4;

details are provided in Appendix B.5 to obtain the coefficients

Ān =
n

∑
k=0

ζk Ân−k, (III.11b)

where

ζn =
−1
ζ̄0

n

∑
k=1

ζ̄kζn−k , ζ0 = ζ̄−1
0 , ζ̄0 = K0(

√
B) , ζ̄1 = −S

√
BK1(

√
B), (III.11c)
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ζ̄n+2 =
1

(n + 1)(n + 2)

[
n

∑
k=0

{
(k + 1)ζ̄k+1(2 − ρn−k) + BS2

(
k + 3

3

)
ζ̄n−k

}]
(III.11d)

ρn = 1 − (1 − S)n+1. (III.11e)

In writing (III.11a), we use the fact that the Bessel function prefactor does not introduce new

singularities that impact convergence, since the actual function that is Euler-transformed and then

subsequently expanded in a power series is [h̄(r̃)][K0(
√

B(r̃ + 1))−1]. It is well known [33] that

the zeros of K0 occur in the left-half plane, which means any value of S that successfully Euler

sums h̄ must also do so for the function [h̄(r̃)][K0(
√

B(r̃ + 1))−1].

To utilize (III.8), the estimate for the radius of convergence, S, is needed (recall that Appendix B.2

indicates that S does not need to be exact). Note that the Domb-Sykes plot could be used to

establish its value exactly for given parameter values θ and B. However, to simplify implementation,

a systematic estimate may be obtained by considering the asymptotic limits of small and large

Bond numbers. When the Bond number is small (B → 0), both sides of (III.2b) can be integrated

once, and is thus reduced to a 1st-order ordinary differential equation as

h̄′ =
− cos θ√

(r̃ + 1)2 − cos2 θ
,

which has a singularity at the location where the denominator is zero and the slope is infinite.

The singularity lies on the negative r̃ axis, whose precise location depends on θ. The location of

infinite slope imposes a radius of convergence on the physical domain from the closest root to the

r̃ = 0 location, and the radius of convergence imparted is given by

r̃s|B→0 = |1 − | cos θ|| , B ≪ 1. (III.12)

To find r̃s of (III.3) as B → ∞, one can interpret the problem dimensionally as that of a cylinder

with a large radius in a fluid with fixed physical properties. In such a limit, the cylinder surface

may be viewed as flat over a large portion of the domain. The meniscus of a flat wall satisfies

an autonomous ODE and has an analytical solution [9]. The convergence-limiting singularity
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corresponds to the location where the slope of the interface solution is infinite even if outside the

physical domain. That singularity is imparted because all flat wall interface solution lie along

the same master curve that is translated to meet conditions at the wall. This location is given

by (II.6) provided in Section II.2 [11] and is rewritten below in terms of current notation and

non-dimensionalized variables as

r̃s|B→∞ =

∣∣∣cosh−1 √2 − cosh−1
√

2
1−sin θ +

√
2 + 2 sin θ −

√
2
∣∣∣

√
B

, B ≫ 1. (III.13)

We have surveyed the parameter ranges θ ∈ (0, π) and B ∈ [0.001, 100], and find that the ratio of r̃s

found numerically (using a numerical a0 to initiate the recursion in (III.3)) to the estimated r̃s found

using (III.12) and (III.13) always lies between 0 and 2 when chosen judiciously as follows—this

satisfies the constraints for a convergent Euler summation (see Appendix B.2). We have found

that the maximum error in the radius of convergence in using either (III.12) or (III.13) is obtained

when the radii predictions are equal. Setting (III.12) equal to (III.13) leads to a master curve to

solve for a critical value of B, denoted by Bcrit, as a function of contact angle θ as

Bcrit =

cosh−1 √2 − cosh−1
√

2
1−sin θ +

√
2 + 2 sin θ −

√
2

1 − | cos θ|

2

, (III.14)

which is plotted in Figure 10. In this figure, errors in the radius of convergence (compared

with the numerical solution) become smaller as one moves away from the plotted curve. We

can use this fact, then, to determine the estimate for the radius of convergence, S, in the Euler

transformation (III.4) which is used in the convergent series solutions (III.8) and (III.11). Consistent

with the derivation, (III.13) is used to determine S for B > Bcrit, and (III.12) is used to predict S

for B < Bcrit. For any combination of B and θ values that fall along the solid line in Figure 10, r̃s

(i.e., S) obtained from (III.12) and (III.13) are identical, but (III.12) is preferred for simplicity. In

the results and figures that follow, we use (III.12) and (III.13) along with Figure 10 to obtain S

analytically.
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Figure 10: Determination of S using the relationship given by (III.14). For any combination of B

and θ values above or below the solid line, we choose (III.13) or (III.12), respectively, to

calculate the corresponding radius of convergence, r̃s, for its use in (III.8) and (III.11).

For any combination of B and θ values on the solid line, Bcrit from (III.14), one may

choose to use either of the equations. The plot is not needed for θ = π/2 because the

solution is horizontal for all Bond numbers.

III.4 Convergent power series solution results

In this section, we examine the performance of the series (III.11) by direct comparison with

numerical results. We begin by noting that the system (III.1) has a reflection property that the

solutions for θ < π/2 are identical in shape to those for that θ > π/2 provided | θ − π/2 | are the

same. The only difference is that the solutions are mirror images, so solutions rising above the

horizontal pool as r → ∞ for θ < π/2 fall below that same horizontal height. Thus, it suffices to
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only consider solutions for θ < π/2 in what follows. Figure 11a shows the absolute error (the

absolute difference) between N-term truncations of the convergent series solution (III.11) and the

numerical solution for B = 0.1 and θ = π/4. The value of h̄(r̃ = 0) from the numerical solution is

used as the value of a0 in constructing Figure 11a (as well as Figures 12a and 13a in this section).

Thus, the lowest absolute error (the absolute value of the difference between the convergent series

solution (III.11) and the numerical solution) in Figure 11a is observed at the wall. Note that the

indicated errors are continually reduced for all r̃ as N is increased beyond those values shown in

the figures, but the trends indicated are maintained. Thus, desired accuracy can be achieved with

sufficiently large N.
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Figure 11: Absolute error (the absolute value of the difference) between N-term truncations of the

convergent series solution (III.11) and the numerical solution with a domain length

L = 240 for B = 0.1 and θ = π/4 plotted versus r̃ using (a) a0 = h̄(r̃ = 0) generated by

the numerical solution, and (b) the predicted value of a0 using the power series itself

following the algorithm in Section III.5.

Figure 12a shows the maximum absolute error (maximum of the absolute value of the difference
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over r̃ ∈ [0,L]) between the power series representation (III.11) and the numerical solution for

B = 0.1 and various θ values, while Figure 13a shows the same for θ = π/4 and various B values.

We observe that the error between the numerical and series solution decreases as contact angles

approach π/2 for the same number of terms. Similarly, for the same number of terms the power

series solution (III.11) becomes more accurate as the Bond number increases. Again, increased accu-

racy may be obtained with increasing N beyond those shown in the figures. Moreover, we note that

the series takes more terms to converge as θ → 0, and less terms as θ → π/2, for all Bond numbers.
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Figure 12: Maximum absolute error (maximum of the absolute value of the difference) taken

over r̃ ∈ [0,L] between N-term truncations (shown by •’s) of the convergent resum-

mation (III.11) and the numerical solution for B = 0.1 and θ = π/6 (with L = 240),

π/4 (with L = 240), and π/3 (with L = 240), plotted versus N, using (a) a0 = h̄(r̃ = 0)

generated from the numerical solution, and (b) the predicted value of a0 using the

power series itself following the algorithm in Section III.5.
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Figure 13: Maximum absolute error taken r̃ ∈ [0,L] between N-term truncations (shown by •’s)

of the convergent resummation (III.11) and the numerical solution for B = 1 (with

L = 60), 0.1 (with L = 60), 0.01 (with L = 480), and 0.001 (with L = 960), and θ = π/4,

plotted versus N, using (a) a0 = h̄(r̃ = 0) generated by the numerical solution, and

(b) the predicted value of a0 using the power series itself following the algorithm in

Section III.5.

III.5 Prediction of the meniscus height at the cylinder wall

Up to this point in the problem, all discussed power series results have utilized the numerically

predicted value of the height at the wall as an input. We now provide the methodology to

determine the height of the wall, a0 = h̄(r̃ = 0), using the power series itself, which precludes the

need for numerical inputs altogether. The recurrence for the coefficients provides data about the

structure of the solution as a function of the chosen value of a0. While there are many conditions

we impose on the coefficients of (III.11) to yield an equation for a0, the simplest is to set the

last Ān coefficient to zero. This approach has been used previously in [1]. The rationale for this
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choice is based on the fact that, in a convergent series, the last coefficient, ĀN , must approach

zero as N → ∞; thus the assumption that ĀN = 0 is self consistent in this limit. From a purely

mathematical perspective, setting ĀN = 0 provides one equation in one unknown a0 that enables a

solution. We can compute the n-th coefficient Ān(a0) as a function of the chosen value of a0. Since

the underlying recurrence is analytical, we can differentiate it to compute derivatives with respect

to a0 as well. As such, we can use Newton’s iteration to obtain the desired result by choosing a0 to

enforce the condition ĀN = 0.

The Newton’s iteration takes the form

a0,j+1 = a0,j −
ĀN(a0,j)

Ā′
N(a0,j)

, (III.15a)

where Ā′
N(a0,j) is the derivative of ĀN with respect to a0. To utilize (III.15a), we differentiate the

coefficients in (III.11) with respect to a0, and obtain

Ā′
n =

n

∑
k=0

ζk Â′
n−k, (III.15b)

Â′
n+2 =

S2

(n + 1)(n + 2)

n

∑
k=0

(
k + 3

3

)
w′

n−k, (III.15c)

w′
n = f ′n +

n

∑
k=0

rn−k
(
q′k − t′k − u′

k
)

, f ′n =
2
S2

n

∑
k=0

(−1)k
(

3
k

)
(n − k + 1)Â′

n−k+1, (III.15d)

q′n = B
n

∑
k=0

{
ℓ′k pn−k + ℓk p′n−k

}
, ℓ′n =

n

∑
k=0

ℓ̄k Â′
n−k, (III.15e)

u′
n =

1
S

n

∑
k=0

(−1)k
(

2
k

)
(n − k + 1)Â′

n−k+1, (III.15f)

d′n =
n

∑
k=0

{
u′

kun−k + uku′
n−k
}

, t′n =
n

∑
k=0

{
d′kun−k + dku′

n−k
}

, d̄′n = d′n, (III.15g)

p′n =
1

nd̄0

n

∑
k=1

{(
5
2

k − n
) (

d̄′k pn−k + d̄k p′n−k
)}

− 1
nd̄2

0
d̄′0

n

∑
k=1

(
5
2

k − n
)

d̄k pn−k, (III.15h)

p′0 =
3
2

d̄1/2
0 d̄′0, (III.15i)

with

Â′
0 = 1, and Â′

1 = 0. (III.15j)
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Using an arbitrary initial guess, (III.15) is used to predict a0, which approaches the correct value

as N → ∞, as evidenced by the error plots in Figures 11b, 12b, and 13b.

Apart from comparing directly with numerical results, our predictions of the height of the interface

at the wall (h̄ = a0) and resulting interface shape agree well with an analytical expression derived

for small interfacial slopes (see Appendix B.3) over the whole radial domain. This occurs when

θ is near π/2. Under such circumstances, the constant D in (III.10) can be determined based on

constraints at the wall. According to (III.11), this means that Ā0 = D for small slopes. If one

utilizes the algorithm (III.15) to determine the constant A0 by setting A1 = 0, we obtain the same

value of the constant D obtained the small slope approximation. This provides additional insight

into how the series (III.11) with the modified Bessel prefactor accelerates convergence. For small

slopes at the wall, one term in the expansion provides an excellent prediction of the interface

shape, while higher order terms in U contribute only incremental improvement. Far from the wall,

the same comment applies—as the small slope approximation (III.10) is always valid, the Bessel

function prefactor in (III.11) assures that only a few terms in the expansion in U (or equivalently r̃)

are needed to capture the solution behavior.

III.6 Performance of power series and matched asymptotic solutions

In this section, we compare predictions of the height of the interface at the wall, a0, from the power

series solution (III.11) using the algorithm of Section III.5, with those of the matched asymptotic

solution by Lo [12] in the limit B → 0. Figure 14 compares the solutions generated by the N-term

truncation of the convergent power series solution (III.11), the first order matched asymptotic

solution of Lo [12], and the second order matched asymptotic solution of Lo [12] (see (B.58)

and (B.59) in Appendix B.6, respectively), with the numerical solution for B = 100, 10, 1, 0.1, 0.01,

and 0.001 and θ = π/4, at the wall of the cylinder (r̃ = 0).
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Figure 14: Absolute error between predictions of the height of the meniscus at the wall of the

cylinder (r̃ = 0) using the power series (III.11) and the numerical solution, compared

with error from the first (B.58) and second (B.59) order matched asymptotic solutions

of Lo [12] for θ = π/4.

As shown in Figure 14, the accuracy of the asymptotic solution improves as B approaches zero,

as expected from asymptotic theory. That said, the series solution (III.11) is effective over a

broad range of Bond numbers, and in fact performs with high accuracy even in the range where

asymptotic analysis is justified; that is, provided a sufficient number of terms in the series are

included.

In the case of small Bond numbers where Lo’s solution has sufficient accuracy, one could choose

to use the value of a0, the height of the liquid meniscus at the wall, from the method of matched

asymptotic solutions [12], shown in (B.58) and (B.59), and use the convergent series solution (III.11)

to generate the full shape of the interface. The accuracy of the matched asymptotic solution might
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be improved by considering a third order match, but as is evident from the work of Lo [12], the

generation of higher order matches is arduous. Additionally, asymptotic series are subject to

optimal truncation errors, so there is a limit to the improvement that may be achieved by adding

such corrections. By contrast, the power series approach yields a relatively simple recursion

that can be used for solutions of desired accuracy by simply including additional terms in the

series.

III.7 Summary: The Cylindrical Wall Problem

In this problem, the asymptotically motivated Euler transformation was utilized to transform a

divergent power series solution to a convergent one, where the influence of singularities were

mapped outside the physical domain. Furthermore, we have obtained—for the first time—an exact

solution for the shape of the meniscus formed outside a partially submerged vertical cylinder in

an infinite horizontal static pool. The efficacy of the power series solution has been systematically

tested against numerical and previously-derived matched asymptotic solutions. Moreover, the

complexity of the matched asymptotic solution precludes additional higher-order corrections from

being generated practically. The power series solution, generated recursively, is attractive for its

ease of use for all values of B, θ, and over the entire physical domain.
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IV. The Sakiadis boundary layer

problem

Portions of this chapter are taken directly from manuscripts that have been published in IMA

Journal of Applied Mathematics [11] (also previously cited for the Flat Wall Problem in Chapter II)

and Journal of Physics of Fluids [16]. Some notation and verbiage have been changed to enhance the

readability of the thesis document as a whole.

Our research group has examined the Sakiadis boundary layer problem for Newtonian fluids

(fluids with constant viscosity) in work prior to this thesis, and obtained a conjectured exact

analytical solution [11]. Here, we extend the work to examine non-Newtonian fluids, where

viscosity is no longer constant. Some of the details from the Newtonian Sakiadis Problem in [11]

are relevant to the Non-Newtonian Sakiadis Problem, and are provided in Section IV.1. In

Section IV.2, we explicitly examine the complications of non-constant fluid viscosity and arrive at

analytical expressions for the resulting boundary layer flow.

The Sakiadis boundary layer[34] is a fundamental flow field in processes where laminar liquid

films are coated onto moving substrates [14]. One of its key physical implications is in the area

of high speed curtain coating, where the boundary layer length is essential to the mechanism of

hydrodynamic assist that can suppress air entrainment [15]. In particular, its length determines

where the wetting line is located with respect to the main body of the curtain flow. Depending on

the relative speed of the substrate and curtain flow at its bottom, the wetting line can lie directly

underneath the curtain or can be dragged forward (lower curtain flow and higher substrate speeds)

or retarded backward (high curtain flow and lower substrate speed). This wetting line location

determines whether the stagnation pressure from a tall liquid curtain is sufficient to suppress the
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creation of an unstable air-bearing that leads to uneven and bubble-laden coatings. The highest

coating speeds occur when the wetting line is located directly underneath the centerline of the

curtain itself. The taller the liquid curtain, the faster the ultimate coating speed, provided that the

wetting line location–again dictated by the Sakiadis boundary layer–is optimally controlled [15]. In

addition to its relevance to coating, the Sakiadis boundary layer forms the basis for many studies

including moving elastic sheets involving various modes of heat and mass transport[35–41]; in the

past 5 years, the original Sakiadis paper [34] has been cited over 400 times which demonstrates its

continued fundamental importance.

IV.1 Newtonian Sakiadis boundary layer problem

IV.1.1 Problem statement and formulation

The boundary layer surrounding a flat plate moving at a constant velocity through a viscous and

Newtonian incompressible fluid was first examined in the literature by Sakiadis [34] who applied

Blasius’s similarity transform [42] to Prandtl’s boundary layer equations. The result was a third

order nonlinear ODE for f (η), where f and η are similarity variables, related to physical variables

in the boundary layer equation [34] through a similarity transform. Once boundary conditions

were applied, the Newtonian Sakiadis Problem is written as

2 f ′′′ + f f ′′ = 0 , 0 ≤ η < ∞ (IV.1a)

f = 0 at η = 0, (IV.1b)

d f
dη

= 1 at η = 0, (IV.1c)

d f
dη

= 0 as η → ∞. (IV.1d)
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IV.1.2 A divergent power series solution

Although the main results of this section are found in previous work [1] (and references therein) for

Newtonian fluid, we provide key results of that work here as they serve as essential background

for our non-Newtonian analysis to follow. Following the approach taken for the Flat Wall and

Cylindrical Wall Problems in respective Sections II.2 and III.2, we first directly obtain the power

series solution to the nonlinear ODE (IV.1). The general solution form was first developed by

Blasius [42] for flow over stationary wall, but here we adapt the solution for the moving wall

boundary conditions in (IV.1), and obtain

f (η) =
∞

∑
n=0

anηn , |η| < |ηs| , (IV.2a)

where

an+3 =

−
n

∑
j=0

(j + 1)(j + 2)aj+1an−j

2(n + 1)(n + 2)(n + 3)
, n ≥ 0, (IV.2b)

with

a0 = 0 , a1 = 1 and a2 = κ/2. (IV.2c)

In (IV.2a), |ηs| is a finite radius of convergence, and in (IV.2c) the quantity κ, which its value is

not yet known but can be determined later via the algorithm outlined in Section IV.1.5, is directly

related to the wall shear stress in the boundary-layer flow, typically referred to as the "wall shear"

parameter [43, 44], and is defined as

κ ≡ f ′′(0). (IV.3)

Similar to the Flat Wall Problem and Cylindrical Wall Problem, the series (IV.2) diverges within

the physical domain, as shown in figure 15a (dashed curves). Singularities that lie outside of the

physical domain at a distance η away from η = 0 are the cause this divergence. In [1], Barlow et

al. showed that η ≈ 4.07217, arising from singularities lying off the real-line in the left half-plane.

This is shown by the vertical solid line in Figure 15a. Approximate resummations are available,
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that bypass the original series’ convergence barrier caused by these singularities for the Newtonian

Sakiadis Problem [1, 11], and will be discussed in the next section.
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Figure 15: Analytic solutions of (IV.1) compared with the numerical solution (RK4 with ∆η = 10−5)

(•’s). (a) N-term truncations of series (IV.2) (dashed curves) and approximant (IV.6)

(solid curves). The vertical solid line indicates the radius of convergence ηs of (IV.2). (b)

N-term truncations of series (IV.14) (solid curves) and series (IV.16) (dashed curves).

IV.1.3 Variable transform and a convergent power series solution

Similar to the approach taken in Sections II.3 and III.3, we consider the other side of the domain

(η → ∞) as a possible expansion point. Using the method of dominant balance [20], the η → ∞

behavior for the Newtonian Sakiadis solution is given in [1] as

f ∼ C + Ge−Cη/2 +
G2

4C
e−Cη + O

(
e−3Cη/2

)
as η → ∞, (IV.4)

where C and G are asymptotic constants, yet to be determined, and by inspection

lim
η→∞

f (η) ≡ C. (IV.5)
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We note here that a similar exponential behavior is also observed in the Flat Wall Problem

previously and provides a linkage between the two problems in approach and interpretation to

follow. A particular sequence of approximants having the form of the asymptotic behavior (IV.4)

is examined in [1] as

fA,N(η) = C +
N

∑
k=1

Āk

(
e−Cη/2

)k
, (IV.6)

where the Āk . . . ĀN coefficients are computed such that the expansion of (IV.6) about η = 0 exactly

matches the Taylor series solution (IV.2b) to order N. Taylor expanding each term of (IV.6) to

order N, switching the order of summation, and setting the result equal to (IV.2) leads to a N × N

Vandermonde system, whose explicit inversion formula is known [45]. For example, at N = 2, we

have  1 1

1 2


 Ā1

Ā2

 =

 0! a0 − C

1! (−2/C) a1

 , (IV.7)

and for N = 3 we have
1 1 1

1 2 3

1 4 9




Ā1

Ā2

Ā3

 =


0! a0 − C

1! (−2/C) a1

2! (−2/C)2 a2

 , (IV.8)

and so on. Note that, after inverting the matrices above, Ā1 and Ā2 attain different values in (IV.7)

than in (IV.8). The relevance of this issue is discussed in what follows. Also, although the

Vandermonde matrix has an explicit inversion formula, high precision arithmetic (i.e., beyond

double) must be used for large N to avoid round-off error.

All Ān coefficients change their value as N changes, and thus (IV.6) does not have the properties

of a formal power series solution to (IV.1). Nevertheless, f Ā,N converges to the numerical solution

of f over the physical domain as N is increased; this is shown in Figure 15a (solid curves). Note

that, although not remarked on in [1], each Ān coefficient in (IV.6) converges to a specific value

as N is increased. As explained in the Cylindrical Wall Problem, a necessary condition for an
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expansion to converge is that it does not introduce new singularities into the problem that impose

a radius smaller than the physical domain of interest. The expansion (IV.6) for the Newtonian

Sakiadis problem does not have this issue, thus converges as shown in Figure 15a (solid curves).

Additionally, (IV.6) was used in [1] to compute κ, as well as the asymptotic constants in (IV.4)

(C and G) to within 12 digits of accuracy (beyond previously reported numerical results) before

hitting a round-off barrier.

Motivated by the asymptotic expansion (IV.4) and encouraged by the convergence of IV.6, we

define the variable transformations

U(η) = e−Cη/2, (IV.9a)

f (η) = R(U(η)), (IV.9b)

with the goal of finding the Taylor coefficients of the function R such that R ◦ U satisfies the

ODE (IV.1). Substituting (IV.9a) and (IV.9b) into (IV.1a), applying the chain rule, and rearranging

terms, leads to the transformed ODE

R
C
(
UR′′ + R′) = U2R′′′ + 3UR′′ + R′, (IV.10)

where the primes denote the derivative with respect to U. The boundary conditions (IV.1b) -

(IV.1d) become

R(1) = 0 , R′(1) =
−2
C

, R′′(1) =
2
C
+

4κ

C2 . (IV.11)

In the usual way, we assume a solution to (IV.10) of the form

R(U) =
∞

∑
n=0

ÃnUn, (IV.12)

which is readily differentiated term-by-term to compute R′, R′′, and R′′′. After employing Cauchy’s

product rule [17] (see Appendix A.2) to handle the nonlinear term on the left-hand side of (IV.10),

the ODE becomes
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U
C

∞

∑
n=0

[
n

∑
k=0

(k + 1)(k + 2)Ãk+2 Ãn−k

]
Un +

1
C

∞

∑
n=0

[
n

∑
k=0

(k + 1)Ãk+1 Ãn−k

]
Un

= U2
∞

∑
n=0

(n + 1)(n + 2)(n + 3)Ãn+3Un + 3U
∞

∑
n=0

(n + 1)(n + 2)Ãn+2Un

+
∞

∑
n=0

(n + 1)Ãn+1Un. (IV.13)

Equating constant terms on both sides of (IV.13) leads to

Ã0 = C. (IV.14a)

Equating U1 terms on both sides of (IV.13) leads to Ã1 = Ã1 and so we follow the convention

of (IV.6) and (IV.4) such that

Ã1 = G. (IV.14b)

Equating Un terms for n ≥ 1 on both sides of (IV.13) leads to

n−1

∑
k=0

(k + 1)(k + 2)Ãk+1 Ãn−k−1 +
n

∑
k=0

(k + 1)Ãk+1 Ãn−k = C(n + 1)3 Ãn+1,

which may be simplified (by appropriate shifts to the k indices) as

n+1

∑
k=1

k2 Ãk Ãn−k+1 = C(n + 1)3 Ãn+1.

Solving the above expression for Ãn+1 and using (IV.14a) leads to the recursion

Ãn+1 =
1

Cn(n + 1)2

n

∑
k=1

k2 Ãk Ãn−k+1 , n ≥ 1. (IV.14c)

Note that for n = 1, (IV.14c) leads to

Ã2 =
G2

4C
,

which matches the asymptotic expansion (IV.4). The transformed solution to (IV.1), written in

terms of the original variables is then

f (η) =
∞

∑
n=0

Ãn

(
e−Cη/2

)n
. (IV.14d)
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As we can see, (IV.14) is a Taylor series solution to (IV.1) in terms of the gauge function e−Cη/2. Al-

though the implementation of (IV.14) requires knowledge of C and G, we show in Section IV.1.5 that

these may be computed (to any desired precision) directly from (IV.14) via the conditions (IV.11).

Using values of C and G obtained in Section IV.1.5, convergence of (IV.14) is shown as solid curves

in Figure 15b.

We now provide an explanation of why (IV.14) (and by extension (IV.6)) converge to the numerical

solution of (IV.1). The singularities that cause the original series (IV.2) to diverge are now mapped

via the gauge function (IV.9a) such that their influence lies beyond the physical domain; this

is shown in Figure 16 where the complex η and U planes are compared. Here, we track the

movement of the two singularities ηs,± (shown by ∗’s in the figure) closest to η = 0, whose

locations are predicted by the Padé analysis of [1]. In the η plane of Figure 16, the circle of

convergence for (IV.2) is drawn based on these two singularities. Note that this circle intersects

the positive real line at the same location as the radius of convergence of series (IV.2) drawn in

Figure 15a, as is expected from Taylor’s theorem, which only guarantees convergence of Taylor

series within such circles [46]. In the U plane of Figure 16, the circle of convergence for (IV.14) is

drawn, centered at U = 0 and with mapped radius |e−(Cηs,±)/2|; note that this circle now extends

beyond the physical domain itself2, which explains why (IV.14) converges over the entire physical

domain.
2To paraphrase Buzz Lightyear: "To η = ∞ and beyond"
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Figure 16: The effect of the gauge function transformation (IV.9) on η-singularities (∗) of the

Sakiadis function, showing their placement in the 2nd and 3rd quadrants of the complex

η plane (left) and their image on the negative real U line (right). The interior of the

dashed circle shown in the η plane delineates the region of convergence of series (IV.2).

The interiors of the smaller and larger dashed circles shown in the U plane respectively

delineate the regions of convergence of (IV.14) and (IV.16).

On the mapped U-plane shown in Figure 16, note that, in addition to drawing the circle of

convergence corresponding to expansion (IV.14), a larger circle corresponding to the expansion

about U = 1 is also drawn, which is larger because the mapped singularities are farther away.

This expansion point corresponds to η = 0 in the original domain. Using the same procedures

employed above to obtain the series about U = 0, the series about U = 1 is defined as

R(U) =
∞

∑
n=0

Ân(U − 1)n (IV.15)
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where the coefficients are given as

Ân+3 =− 2n + 3
n + 3

Ân+2 −
(n + 1)2

(n + 2)(n + 3)
Ân+1

+

n−2

∑
k=0

(k + 1)(k + 2)Âk+2 Ân−k−1 +
n−1

∑
k=0

(k + 1)
[
(k + 2)Âk+2 + Âk+1

]
Ân−k

C(n + 1)(n + 2)(n + 3)
, n ≥ 0

(IV.16a)

Â0 = 0 , Â1 = −2/C , Â2 =
2κ

C2 +
1
C

, (IV.16b)

and, writing (IV.15) in terms of the original variables, we have

f (η) =
∞

∑
n=0

Ân

(
e−Cη/2 − 1

)n
, (IV.16c)

which may be considered a series solution to (IV.1) written in terms of the gauge function(
e−Cη/2 − 1

)
. Using values of C and G obtained in Section IV.1.5, convergence of (IV.16) is shown

as dashed curves in Figure 15b.

IV.1.4 Convergent power series solution results

Although it is difficult to identify an advantage in using (IV.16) over (IV.14), as each naturally

perform better near their expansion point as they converge (see Figure 15b), a "best choice" can

be chosen by examining the rapidity of convergence. This can be determined by considering the

infinity norm of the error (over U ∈ [0, 1]) versus truncation N, shown in Figure 17. In the figure,

one can see that, for a fixed number of terms N, the expansion about U = 1 (given by (IV.16)) is

more accurate than that about U = 0 (given by (IV.14)); this means it takes less terms with (IV.16)

to achieve a desired accuracy. For comparison, the approximant (IV.6) is also shown in Figure 17

and outperforms both (IV.14) and (IV.16). The cost in using (IV.6) is computational, since either

inverting an increasingly ill-conditioned Vandermonde matrix or using a Vandermonde inversion

algorithm requires precision well-beyond double to avoid round-off error.
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Figure 17: The infinity norm of the difference between convergent analytical solutions and the

numerical solution to (IV.1), taken over the domain U ∈ [0, 1] and plotted versus series

truncation N. The legend is the same as in Figure 15, showing (IV.6) series (lowermost

solid curve), series (IV.16) (middle dashed curve), and series (IV.14) (uppermost solid

curve). The trends shown here are the same for the norm of the error of f ′ and f ′′

using (IV.6), (IV.16), and (IV.14).

IV.1.5 Computation of C, G, and κ

Previous estimates for C, G, and κ have been found by quadrature, shooting, and approxi-

mant (IV.6) [1, 43, 47]. Here, we improve upon those estimates and provide formulae for obtaining

them to any desired precision, by considering the application of conditions (IV.11) to the convergent
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solution (IV.14), i.e.,

R(1) =
∞

∑
n=0

Ãn = 0 (IV.17)

R′(1) =
∞

∑
n=1

nÃn =
−2
C

(IV.18)

R′′(1) =
∞

∑
n=2

n(n − 1)Ãn =
2
C
+

4κ

C2 . (IV.19)

Noting that (IV.17) and (IV.18) are functions of C and G only (see (IV.14)), we have 2 equations

and 2 unknowns and one may employ any desired solver (here we use Newton’s method). After

finding C and G, one may then use (IV.19) to explicitly compute κ. In preparation for Newton’s

method, we rewrite (IV.17) and (IV.18) as

ϕ0(C, G) =
∞

∑
n=0

Ãn = 0 (IV.20)

ϕ1(C, G) =
2
C
+

∞

∑
n=1

nÃn = 0, (IV.21)

such that the νth Newton iterate becomes Cν+1

Gν+1

 =

 Cν

Gν

−


(

∂ϕ0
∂C

)
ν

(
∂ϕ0
∂G

)
ν(

∂ϕ1
∂C

)
ν

(
∂ϕ1
∂G

)
ν


−1  ϕ0,ν

ϕ1,ν

 . (IV.22a)

The partial derivatives in (IV.22a) may be computed compactly by recognizing the pattern in the

series (IV.14) as

R = C + GU +
1
4

G2

C
U2 +

5
72

G3

C2 U3 + · · ·+ a′nGnC1−n︸ ︷︷ ︸
Ãn

Un + . . . ,

where a′n is Ãn evaluated at C = G = 1 (i.e., the coefficient with C and G removed)3. Using the

dependence shown above, the partial derivatives needed for (IV.22a) are found4 by first partially

3Although here we claim this form of C and G dependence on Ãn by inspection, this can be verified by

making the substitutions U = CŨ/G and R = CR̃ into (IV.10) and noting the C and G dependence vanishes.
4In cases where the parameter dependence is more complicated, this can always be done recursively by

directly partially differentiating the recurrence relation. Such a procedure was employed in Chapter III for

the Cylindrical Wall Problem.
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differentiating each coefficient with respect to G or C, noting that a′n is a constant, and multiplying

and dividing by G or C to make the expression in terms of Ãn. Thus we obtain

∂ϕ0

∂C
=

1
C

∞

∑
n=0

(1 − n)Ãn
∂ϕ0

∂G
=

1
G

∞

∑
n=0

nÃn

∂ϕ1

∂C
=

−2
C2 +

1
C

∞

∑
n=1

n(1 − n)Ãn
∂ϕ1

∂G
=

1
G

∞

∑
n=1

n2 Ãn. (IV.22b)

Using the method outlined above, the following improved estimates are obtained beyond double

precision using only a few Newton iterations (if previous estimates are used as the initial guess)

in (IV.22) and a truncation of 50 terms in the series of (IV.22b):

C = 1.616125446804603717 . . .

G = −2.1313459240475714821 . . .

Using the above values of C and G, we add the left and right side of (IV.18) and (IV.19), extract

Ã1 = G from (IV.18), and compute κ as

κ =
C2

4

[
G +

∞

∑
n=2

n2 Ãn

]
, (IV.23)

where, taking 50 terms in (IV.23), we obtain

κ = −0.443748313368861 . . .

IV.1.6 Summary: The Newtonian Sakiadis Problem

The above shows that we can construct convergent power series solutions to the Newtonian

Sakiadis boundary layer problem by choosing an independent variable motivated by the form

of the asymptotic expansion at infinity. Similar to the Flat Wall Problem, an exponential trans-

formation maps the convergence-limiting singularities out of the physical domain. In contrast

with the Newtonian Sakiadis Problem, the Flat Wall Problem has an exact solution that allows

us to anticipate the location of convergence-limiting singularity a priori. Still, the Newtonian
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Sakiadis Problem shows that precise knowledge of this singularity is not required to obtain a

convergent expansion. That said, for both the Newtonian Sakiadis Problem and Flat Wall Problem,

the exponential gauge functions used handle singularities similarly to achieve demonstrably

convergent series solutions. We next consider to extend these learnings to the non-Newtonian

extension of Sakiadis problem.

IV.2 Non-Newtonian Sakiadis boundary layer problem

IV.2.1 Problem statement and formulation

Figure 18 shows the configuration of the Sakiadis boundary layer problem with the x-y coordinate

system as indicated; the fluid flow is assumed to be invariant with the direction oriented out of the

figure. Here, a flat wall is moving with velocity, uw, through an otherwise stationary generalized

Newtonian incompressible fluid of density, ρ, and shear-dependent viscosity, µ.
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Figure 18: Schematic of the Sakiadis boundary layer flow. Slowly moving or otherwise stationary

fluid with characteristic velocity scale S is in contact with a fast moving wall having

speed of uw as indicated, where S << uw. As a result, the velocity u → 0 as y → ∞ in

the boundary layer approximation to the flow equations. The boundary layer envelope

is defined in this paper as the locus of points for which u/uw = 0.1. In the original

papers of Sakiadis [34] and Fox et al. [48], fluid enters the domain at point A through

a slit, where the streamline is redrawn to be vertical and coincident with a wall. In

coating applications, the streamline often aligns with an interface where point A is a

moving contact line [14].

The governing equations embody conservation of mass and momentum through the two dimen-

sional incompressible steady state continuity and Navier-Stokes equations. At high substrate

speeds, velocity in the x-direction, u, is much larger than that in the y-direction, v, and velocity

gradients in the y-direction dominate viscous forces in the boundary layer. These assumptions,

which result in a small slope of fluid points, lead directly to Prandtl’s boundary layer equations—a

nonlinear partial differential equation (PDE) system—that apply to the Sakiadis flow. For flu-

ids having a viscosity that satisfies the Ostwald-de Waele power law dependence, the Sakiadis

boundary layer equations are expressed as [48]

∂u
∂x

+
∂v
∂y

= 0, (IV.24a)
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u
∂u
∂x

+ v
∂u
∂y

=
1
ρ

∂τxy

∂y
, (IV.24b)

τxy = µ

(
∂u
∂y

)
, µ = K

(
−∂u

∂y

)α−1
, (IV.24c)

u = uw, v = 0 at y = 0 ; u → 0 as y → ∞. (IV.24d)

In (IV.24c), τxy is the shear stress in the fluid, K > 0 is the consistency coefficient, α is the power

law exponent, and µ is the strain-rate dependent viscosity. Note that the rate of strain in the

boundary layer approximation, ∂u/∂y, is negative in the flow domain; thus, the magnitude of the

rate of strain invokes a negative sign as indicated in the viscosity expression in (IV.24c). Through

the use of the stream function, ψ, that satisfies the continuity equation (IV.24a) (i.e., u = ∂ψ/∂y

and v = −∂ψ/∂x), Fox et al. [48] define similarity variables given as

η = y
(

ρu2−α
w

Kx

)1/(α+1)

, (IV.25a)

ψ =

(
y uw

η

)
f (η), (IV.25b)

and thus u and v are expressed as

u = uw
d f
dη

, v =
1

1 + α

(
Ku2α−1

w
ρxα

) 1
α+1
(

η
d f
dη

− f
)

. (IV.26)

Upon substitution of (IV.25) into the system (IV.24) and after rearrangement, Fox et al. [48] obtain

the non-Newtonian Sakiadis boundary layer problem given as

α(α + 1)
d3 f
dη3 − f (−d2 f

dη2 )
(2−α) = 0, 0 ≤ η < ∞, (IV.27a)

f = 0 at η = 0, (IV.27b)

d f
dη

= 1 at η = 0, (IV.27c)

d f
dη

= 0 as η → ∞. (IV.27d)

Note that α = 1 in (IV.27a) corresponds to a Newtonian fluid and thus reduced to (IV.1a) as a

special case.
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IV.2.2 A divergent power series solution

A power series solution to the ODE (IV.27) can be obtained through standard means using JCP

Miller’s formula [18] and Cauchy’s product rule [17] (see Appendixes A.1 and A.2, respectively)

to re-order nonlinear terms in powers of η; the series expansion is

f =
∞

∑
n=0

anηn, |η| < ηs(α), (IV.28a)

an+3 =

n

∑
j=0

bj an−j

α(α + 1)(n + 3)(n + 2)(n + 1)
, n ≥ 0, (IV.28b)

bn>0 =
1

2na2

n

∑
j=1

(3j − αj − n)(j + 2)(j + 1)aj+2bn−j , b0 = (−2a2)
2−α, (IV.28c)

a0 = 0 , a1 = 1 , and a2 = κ/2, (IV.28d)

where ηs(α) is a finite radius of convergence. In (IV.28d), the quantity κ is the "wall shear"

parameter in the boundary-layer problem [43, 44], and is defined in (IV.3) (see Section IV.1.2). The

quantity κ (IV.3) in Non-Newtonian Sakiadis Problem is a function of α, and is not known a priori;

it is typically determined numerically. Alternatively, κ can be calculated algorithmically as shown

in Section IV.2.3.3, as an extension of the technique developed for the Newtonian Sakiadis Problem

(see Section IV.1.5).

Figure 19 provides a comparison between the power series solution (IV.28) and the numerical

solution to (IV.27) for α = 0.8. The numerical solution is obtained using a shooting method (see

Appendix C.1) to recast system (IV.27) as a boundary value problem on a finite domain length

L, where the condition (IV.27d) is replaced with d f /dη = 0 at η = L; the length L is chosen such

that doubling its size leads to difference in the predictions of κ and C = f (L) of O(10−15) and

O(10−10) when α = 0.8. The constants κ and C are defined in (IV.3) and (IV.5), respectively. As

shown in the Figure 19, the power series solution (IV.28) diverges within the physical domain. The

rightmost vertical line marked by arrow A shows the radius of convergence of the power series
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solution (IV.28) given by ηs(0.8) ≈ 3.09 , which is confirmed via a numerical root test 5, as shown

in Figure 20.

5Some of the coefficients an in (IV.28) are zero; hence, we use root test instead of ratio test.
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Figure 19: The solution to (IV.27) is shown for α = 0.8. The numerical solution (Appendix C.1)

with L = 11000 (black dots) is compared against the N-term truncations of the power

series solution (IV.28) (dashed curves), transformed series solution (expansion about

η = ∞) (IV.35) (dotted curves), and the transformed series solution (expansion about

η = 0) (IV.37) (solid curves) for N = 10 and N = 25. In regions of the plot where a given

dashed or dotted curve is not clearly seen, the curves agree with the numerical results.

The rightmost vertical line (marked by arrow A) shows the radius of convergence

ηs ≈ 3.09 of the standard series solution (IV.28), and the leftmost vertical line (marked

by arrow B) shows the radius of convergence ηs ≈ 0.95 of the transformed series

solution (IV.35). For α = 0.8, the numerically obtained values of the constants κ, C, and

E (defined in SectionIV.2.3) used in producing the figure are given in Appendix C.2.2.
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Figure 20: Root test for (IV.28) is shown for α = 0.8, indicating a radius of convergence (y-axis) of

ηs ≈ 3.09. This is consistent with the divergent behavior observed in Figure 19.

IV.2.3 Asymptotically motivated gauge function and expansions

IV.2.3.1 Asymptotic behavior as η → ∞

Similar to the approach taken for Newtonian fluids [11] in Section IV.1.3, we use the method

of dominant balance [20] to determine the asymptotic behavior of f as η → ∞. This behavior

motivates the use of a gauge function that ultimately leads to a convergent series expansion. To

proceed, we write the solution of (IV.27a) as

f ∼ C + h(η), with h → 0 as η → ∞, (IV.29a)
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where C is the asymptotic constant described in (IV.5), and h(η) is a function to be determined.

The form (IV.29a) is substituted in (IV.27a) to obtain

α(α + 1)h′′′ ∼ (C + h)(−h′′)(2−α) as η → ∞, (IV.29b)

where the primes denote derivatives of h with respect to η. Equation (IV.29b) may be simplified by

noting that h is subdominant to C as η → ∞, and thus

α(α + 1)h′′′ ∼ C(−h′′)(2−α) as η → ∞. (IV.29c)

The above equation can be integrated once to obtain

h′′ ∼ −
[

E +
C(1 − α)

α(α + 1)
η

] 1
α−1

as η → ∞, (IV.29d)

where E is the constant of integration to be determined. Integrating (IV.29d) twice, and applying

the boundary condition (IV.27d), the solution of (IV.29d) is

h ∼ α(α + 1)2E
2α−1
α−1

−C2(2α − 1)

[
1 +

C(1 − α)

α(α + 1)E
η

] 2α−1
α−1

, 0.5 < α < 1 , as η → ∞, (IV.29e)

and thus from (IV.29e), we obtain

f ∼ C +
α(α + 1)2E

2α−1
α−1

−C2(2α − 1)

[
1 +

C(1 − α)

α(α + 1)E
η

] 2α−1
α−1

, 0.5 < α < 1 , as η → ∞. (IV.29f)

By inspection, we see that (IV.29f) approaches C as η → ∞ only when 0.5 < α < 1, and thus

condition (IV.27d) can only be satisfied in this range. Consequently, system (IV.27) is only valid

for 0.5 < α ≤ 1 (α = 1 for Newtonian fluids). Note that Fox et al. [48] incorrectly indicate that

the solution to system (IV.27) exists when 0 < α < 0.5. Additionally, although such solutions may

be obtained to the finite-domain approximation to system (IV.27) where (IV.27d) is replaced with

f ′(L) = 0, these solutions do not converge to an infinite domain solution as L → ∞; note that Pop

et al. [49] incorrectly claim that the solution exists for α > 1.

IV.2.3.2 Construction of a convergent power series solution

To overcome the convergence limitation of the power series solution (IV.28), we follow the approach

used for Newtonian Sakiadis Problem (see Section IV.1.3). Here, we propose the following variable
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transformation, inspired by the asymptotic expansion (IV.29f), whose utility is validated in what

follows. We write

U(η) = [1 +Aη]λ , (IV.30a)

f (η) = F(U(η)), (IV.30b)

A =
C(1 − α)

α(α + 1)E
, λ =

2α − 1
α − 1

. (IV.30c)

The transformation (IV.30) maps η ∈ [0, ∞) to U ∈ (0, 1] when 0.5 < α < 1.

It is worth noting that the non-Newtonian transformation in (IV.30a), reduces to the Newtonian

transformation given by (IV.9), as α → 1, since

lim
α→1

[1 +Aη]λ = e−Cη/2E, (IV.31)

when E = 1; we have indeed verified numerically that E → 1 as α → 1 (see Table 2 in Ap-

pendix C.2.1). Substituting (IV.30) into (IV.27a), applying the chain rule, and rearranging terms,

we obtain the transformed ODE

k1U(3− 3
λ )F′′′ + k2U(2− 3

λ )F′′ + k3U(1− 3
λ )F′ −

{
k4U(2− 2

λ )F′′ + k5U(1− 2
λ )F′

}2−α
F = 0,

where the primes denote derivatives of F with respect to U. After multiplying the above by U( 3
λ −1),

and rearranging the ODE such that the highest derivative is on the left side of the equation, we

obtain

k1U2F′′′ = −k2UF′′ − k3F′ +
{

k4UF′′ + k5F′}2−α F, (IV.32a)

where

k1 =α(α + 1)A3λ3, (IV.32b)

k2 =3α(α + 1)A3λ2(λ − 1), (IV.32c)

k3 =3α(α + 1)A3λ(λ − 1)(λ − 2), (IV.32d)

k4 =−A2λ2, (IV.32e)

k5 =−A2λ(λ − 1), (IV.32f)
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and the expressions for A and λ are defined in (IV.30c). The boundary conditions at η = 0

from (IV.27b) and (IV.27c), corresponding to U = 1, become

F(1) = 0, (IV.32g)

F′(1) =
1
Aλ

, (IV.32h)

F′′(1) =
κ

A2λ2 − λ − 1
Aλ2 , (IV.32i)

where the boundary condition (IV.3) is used to obtain F′′(1) in (IV.32i).

We next assume a solution to (IV.32a) of the form

F(U) =
∞

∑
n=0

AnUn, |U| < Us(α) , E > 0, (IV.33)

where Us(α) is the radius of convergence. The E > 0 restriction allows for the use of (IV.29)

without introducing branch point singularities into the U domain of interest. Series (IV.33) is

readily differentiated term-by-term to compute F′, F′′, and F′′′. After employing JCP Miller’s

formula [18] and Cauchy’s product rule [17] (see Appendixes A.1 and A.2, respectively) to re-order

the nonlinear terms in (IV.32a), the ODE in (IV.32a) becomes

∞

∑
n=2

k1(n + 1)n(n − 1)An+1Un = (−k3 A1 + A0d0) + (−2k2 A2 − 2k3 A2 + A0d1 + A1d0)U+

∞

∑
n=2

(
−k2(n + 1)nAn+1 − K3(n + 1) + A0d̃n +

(2 − α)A0d0

c0
(n + 1)(k4n + k5)An+1 + ẽn

)
Un,

(IV.34)

where

d̃n =
1

nc0

n−1

∑
j=1

(3j − αj − n)cjdn−j , ẽn =
n

∑
j=1

Ajdn−j, (IV.35a)

dn>0 =
1

nc0

n

∑
j=1

(3j − αj − n)cjdn−j , d0 = (c0)
(2−α), (IV.35b)

cn>0 = (n + 1)An+1(k4n + k5) , c0 = k5 A1. (IV.35c)

Using the asymptotic solution (IV.29f), we enforce

A0 = C. (IV.35d)
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Equating constant terms on both sides of (IV.34) leads to

A1 =

[
k3

A0(k5)2−α

] 1
1−α

, (IV.35e)

and equating U1 terms on both sides of (IV.34) leads to

A2 =
A1d0

2k2 + 2k3 − 2(2−α)A0d0
c0

(n + 1)(k4n + k5)
. (IV.35f)

We equate like-terms in (IV.34) to obtain the coefficients An+1, and for n ≥ 2, we obtain the

recurrence relation

An+1 =
A0d̃n + ẽn

K1(n + 1)n(n − 1) + k2(n + 1)n + k3(n + 1)− (2−α)A0d0
c0

(n + 1)(k4n + k5)
, n ≥ 2,

(IV.35g)

where d̃n and ẽn are defined in (IV.35a). Transforming back to f (η) space via (IV.30), our expansion

about U = 0 (i.e. η = ∞) is

f (η) =
∞

∑
n=1

An [1 +Aη]λn . (IV.35h)

Here we explicitly see that variable transformation U in (IV.30) naturally invokes the appropriate

and nontrivial gauge function [1 +Aη]λ. Although our ultimate goal is to have a self-contained

solution that is not dependent on numerically determined parameters, at this stage we use the

numerical values of κ, C, and E in (IV.35) (see Table 3 in Appendix C.2.2) to assess the efficacy

of (IV.35). To determine the numerical value of E, we solve (IV.29d) for E as

E = (−h′′)α−1 − C(1 − α)

α(α + 1)
η as η → ∞, (IV.36)

where the η → ∞ condition is approximated in a numerical solution (of domain length L) by

replacing η with L, C with h(L), and h′′ with h′′(L). Figure 19 shows that the transformed series

solution (IV.35) (dotted curves) matches the numerical solution as η → ∞, and the standard power

series solution (IV.28) (dashed curves) matches the numerical solution as η → 0, as expected. It

is apparent here that the power series solution (IV.35) diverges as η → 0. Since the coefficients
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of (IV.35) alternate in sign, the closest singularity lies along the negative real U axis [25], i.e.

outside the physical domain. The vertical solid line (marked by arrow B) in Figure 19 shows the

radius of convergence of the series solution (IV.35). This radius is confirmed via a numerical ratio

test in the form of a Domb-Skyes plot [25], shown in Figure 20 as a plot of the relevant coefficient

ratio vs. 1/n. As the curve is linear in 1/n for large n, the radius of convergence is identified as

the y-intercept.
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Figure 21: Domb-Sykes plot for (IV.35) with α = 0.8, Here, the intercept for 1/n = 0 yields the

numerical radius of convergence (y-axis) Us ≈ 0.37, in agreement with a radius of

convergence in the original domain ηs ≈ 0.95 through (IV.30a). This is consistent with

the divergent behavior observed in Figure 19.

In Section IV.1.3, we showed that the radius of convergence for the Newtonian Sakiadis Problem

can be increased by changing the expansion point of the power series solution to the transformed
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ODE [11]. Inspired from that work, we change the expansion point in the power series solution

to (IV.32) to U = 1, corresponding to η = 0. Using the same procedures employed above to obtain

the series about U = 0, the series about U = 1 is defined as

F(U) =
∞

∑
n=0

Ân(U − 1)n, E > 0, (IV.37a)

where

Â0 = 0, (IV.37b)

Â1 =
1
Aλ

, (IV.37c)

Â2 =
1
2

(
κ

A2λ2 − λ − 1
Aλ2

)
, (IV.37d)

Â3 =
1

6k1

(
−2k2 Â2 − k3 Â1

)
, (IV.37e)

Â4 =
1

24k1

(
−2k2 Â2 − 6k2 Â3 − 2k3 Â2 + Â1d̂0 − 12k1 Â3

)
. (IV.37f)

Following the same approach as was employed earlier, we obtain

Ân+3 =
{−k2(n + 1)n − k3(n + 1)− k1(n + 1)n(n − 1)} Ân+1

k1(n + 3)(n + 2)(n + 1)
+

{−k2(n + 2)(n + 1)− 2k1(n + 2)(n + 1)n} Ân+2 + ên

k1(n + 3)(n + 2)(n + 1)
, n ≥ 2, (IV.37g)

with

d̂n =
1

nĉ0

n

∑
j=1

(3j − αj − n)ĉjd̂n−j , d̂0 = (ĉ0)
(2−α) (IV.37h)

ên =
n

∑
j=0

Âjd̂n−j (IV.37i)

ĉn>0 = (k4n + k5)(n + 1)Ân+1 + k4(n + 2)(n + 1)Ân+2 , ĉ0 = 2k4 Â2 + k5 Â1. (IV.37j)

The constants k1 - k5 are defined in (IV.32b) - (IV.32f).

Figure 19 shows that the transformed series solution (IV.37) (solid curves) matches the numerical

solution as η → ∞, as well as η → 0. Thus, moving the location of the expansion point from

U = 0 to U = 1 enables a convergent expansion over the whole domain. It should be noted here
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that this is distinctly different from the Newtonian case [11], where both expansions about U = 0

and U = 1 converge–although the latter expansion converges faster (see Sections IV.1.3 and IV.1.4).

Figure 22a shows the absolute error (the absolute difference) between N-term truncations of the

convergent series solution (IV.37) and the numerical solution for α = 0.8. The numerical values of

the constants used to generate this figure are shown in Appendix C.2. Here, we choose to stop

at N = 200 in construction of Figure 22 because the absolute error is close to machine precision.

The dashed curve in Figure 23 shows the infinity norm (maximum absolute error) between the

N-term truncation of the series solution (IV.37) and the numerical solution taken over η ∈ [0, L]

with L = 11000 for α = 0.8, using the values of constants generated by the numerical solution

(see Appendix C.2 for more details). The plateau reached in this figure occurs when further

refinements to the power series lead to errors smaller than that of the numerical solution.
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Figure 22: Absolute error (the absolute value of the difference) between N-term truncations of

the convergent series solution (IV.37) and the numerical solution (over the domain

η ∈ [0, L] with L = 11000) for α = 0.8, plotted versus η, using κ, C, and E values (a)

generated by the numerical solution, and (b) predicted by equations system (IV.38),

discussed in Section IV.2.3.3.
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Figure 23: The infinity norm (maximum absolute error) between N-terms truncations of (IV.37)

and the numerical solution (occurring over η ∈ [0, L] with L = 11000) for α = 0.8,

plotted versus N. The dashed and solid curves correspond to when numerical and

algorithmically predicted values (using equations system (IV.38) discussed in Sec-

tion IV.2.3.3) of κ, C, and E are used, respectively. Convergence of the numerical and

algorithmically predicted values of the constants are reported in respective Tables 3

and 4 of Appendix C.2.

IV.2.3.3 Prediction of unknown parameters

Thus far, results have been presented where the numerically-obtained values of the constants κ,

C, and E have been used. With the aim of making the series solution (IV.37) independent of the

numerical solution, we adapt an algorithm used by Barlow et al. [1] (also used for Newtonian

Sakiadis Problem [11] in Section IV.1.5) to predict the values of the constants κ, C, and E. In that
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study, it is sufficient to construct a system of equations for the unknowns by choosing the last N

coefficients of the series solution to be zero, where N is the number of unknowns (N = 3 in this

problem: κ, C, and E). For a convergent series, it is most certainly the case that the last coefficient

approaches zero as N → ∞, so this assumption is self consistent in the limit. Additionally, from

the perspective of the number of equations and unknowns, we need three equations to find κ, C,

and E. The assumption of series convergence implicit in the equations to solve is validated by

convergence of the algorithm itself for increasingly large numbers of series terms. However, in this

non-Newtonian extension we find that the three equations (ÂN = 0, ÂN−1 = 0, and ÂN−2 = 0) are

linearly dependent, as evident by the determinant of the 3x3 Jacobian constructed by derivatives

with respect to the three unknowns. For that reason, we alter the algorithm such that we use one

of those equations (ÂN = 0) (IV.38c). For the remaining two equations we adapt the algorithm

used in Newtonian Sakiadis Problem [11] in Section IV.1.5 where conditions are imposed from the

side of the domain that is opposite to that of the series’ expansion point. The system of equations

used here are: [
N

∑
n=0

Ân(−1)n

]
− C = 0, (IV.38a)

[
N

∑
n=0

nÂn(−1)n−1

]
− A1 = 0, (IV.38b)

ÂN = 0, (IV.38c)

where C, A1, and ÂN are defined in (IV.5), (IV.35e), and (IV.37g), respectively. Note that (IV.38a)

and (IV.38b) correspond to the boundary conditions F(U = 0) = C and F′(U = 0) = A1.

Newton’s Method is used to solve the system of equations (IV.38), and the details are provided in

Appendix C.3.

Figures 22b and 23 (solid curve) show typical results of the solution of equations system (IV.38),

with a tolerance of 10−15 used in the implementation of Newton’s method. Figure 22b shows

the absolute error vs η compared with the numerical solution when κ, C, and E are predicted
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algorithmically for α = 0.8. The solid curve in Figure 23 shows the maximum absolute error vs

N compared with the numerical solution when κ, C, and E are predicted using the solution of

equations system (IV.38). As seen by inspection, the accuracy of the solution, f (η), increases with

the number of terms used in the series. It is important to note that we do not explicitly enforce

that f (η → ∞) → C (for all N) at U = 0 (corresponding to η → ∞) in (IV.37a), as we do for the

expansion in (IV.33) (refer to (IV.35d)). Consequently, for N = 100 and 200, this allows for the

curves in Figure 22b to ultimately attain lower error values than those shown in Figure 22a.

The key issue with using the series solution (IV.37) is its need to access the value of the asymptotic

constant E. Although not shown here, we have examined a variety of other permissible α values,

and we find that the numerical E ultimately becomes negative for α < 0.74, thus invalidating the

use of the gauge function (IV.30) due to a branch point singularity that arises in the physical η

domain; in this range of α, equations system (IV.38) fails to predict converged values for κ, C, and

E. That said, the asymptotic form with E being negative is perfectly valid for large enough η,

which is the region in which the asymptotic form itself is valid.

IV.2.4 Asymptotically motivated approximant

Since a convergent power series solution has only been obtained for 0.74 < α < 1, we consider an

alternative approach to obtain an analytical form over the full range of 0.5 < α < 1. Note that the

form we will obtain can be used as an alternative to the convergent series over the full range of

α, although some numerical results are needed to do so. One way of overcoming convergence

barriers in divergent series solutions is to analytically continue them via Padé approximants [50].

To this end, we utilize an asymptotically motivated approximant [1] in the form of a modified

Padé approximant as

fA = C −


M+1

∑
n=0

Pnηn

M

∑
n=0

Qnηn


λ

. (IV.39a)
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In (IV.39a), C and λ are given by (IV.5) and (IV.30c), respectively. To solve for the coefficients Pn

and Qn in (IV.39a), we write (IV.39a) in the form

[
C −

∞

∑
n=0

anηn

]1/λ

=

M+1

∑
n=0

Pnηn

M

∑
n=0

Qnηn
, (IV.39b)

where the coefficients an are given in (IV.28a). Using JCP Miller’s formula (see Appendix A.1) on

the left hand side of (IV.39b), a standard Padé solver may be employed to solve for the coefficients

Pn and Qn on the right-hand side of (IV.39b). Note that for η → ∞, fA ∼ C − (PM+1/QM)ληλ,

which is consistent with the asymptotic form (IV.29f) for η ≫ E. To implement the approximant,

we use the numerically predicted values of κ and C, reported in Table 1. This is precisely the

approach taken by Belden et al. [51] in the asymptotic approximant solution to the Falkner Skan

equation. More details about the numerical prediction for various domain lengths L for α = 0.8

are provided in Appendix C.2. As seen in Table 1, the numerical solution of the boundary value

problem reveals a high sensitivity of parameter values to domain length, and this sensitivity

increases as α decreases. Figures 24 and 25 show the absolute error between M-term truncations

of approximant (IV.39) and the numerical solution for α = 0.8 and α = 0.6, respectively.
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Table 1: Numerical values of the constants κ and C for the non-Newtonian Sakiadis Problem. The

values are computed using the shooting method algorithm explained in Appendix C.1

with η = ∞ replaced with a finite surrogate L given in the table. The values of κ and

C are accurate to within the decimal places reported here, based on convergence by

successively increasing L.

α L κ C

0.99 100 -0.4434518189261262 1.6250769221853265

0.9 2000 -0.4413601253597191 1.717915813011322

0.8 11000 -0.440672715940425 1.860152537

0.7 11000 -0.442664523 2.08739

0.6 11000 -0.44906693 2.56

0.55 40000 -0.454851 3.1

There are a few defective approximants 6 that arise between the indicated truncations of the

approximant in Figures 24 and 25, in which the denominator in (IV.39b) becomes zero for positive

η values; it is standard practice to ignore these when assessing the solution [50]. We note that the

smallest error is obtained at M = 26 and M = 15 for the cases of α = 0.8 and 0.6, respectively. For

any larger value of M, the error oscillates between curves that are similar to M = 25 and 27 in

Figure 24 and M = 12 and 26 in Figure 25. In both cases, we accept the solution as converged, as

its precision (defined here as amplitude of these oscillations) is consistent with that of the inputs,

particularly C (see Table 1). Figure 26 shows the infinity norm (maximum absolute error) vs α for

6It is possible that poles of a Padé approximant arise within the physical domain of a problem for

particular degrees of denominator and numerator. If the exact solution is expected to be finite within the

physical domain, these Padés are deemed defective. For this exact reason, we did not use M = 25 in Figure 25

as it led to a defective approximant for the case of α = 0.6.
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the permissible range of α values when M = 20, using the numerical values of the constants κ and

C.
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Figure 24: Absolute error between M-term truncations of the approximant (IV.39) and the numer-

ical solution (occurring over η ∈ [0, L] with L = 11000) for α = 0.8, plotted versus η,

using κ and C generated by the numerical solution. Error decreases until M = 26, after

which it oscillates between curves that are similar to M = 25 and 27.
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Figure 25: Absolute error between M-terms truncations of the approximant (IV.39) and the nu-

merical solution (occurring over η ∈ [0, L] with L = 11000) for α = 0.6, plotted versus

η, using κ and C generated by the numerical solution. Error decreases until M = 15,

after which it oscillates between curves that are similar to M = 12 and 26.
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Figure 26: Maximum absolute error between approximant (IV.39) (with M = 20) and the numerical

solution (occurring over η ∈ [0, L]) plotted versus α, using κ and C generated by the

numerical solution. The values of C and κ are shown in Table 1.

IV.2.5 Post-processing: Analytically obtained streamlines

Now that we have accurate analytical solutions to (IV.27), we may insert f , given by either (IV.35)

(for 0.74 ≤ α ≤ 1)7 or (IV.39) (for 0.5 < α < 1), and its derivative f ′(η) (which may obtained

analytically) into (IV.26) to obtain the u velocity field, which is shown in the right-hand plot in

Figure 27. The paths of fluid points, i.e., the streamlines of constant ψ, may be extracted easily

from the analytical solution. To do so, we explicitly solve for the x and y coordinates of a given

7For α = 1, one can use the Newtonian result (IV.14) in place of (IV.35); see Section IV.1.3 [11].
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streamline ψ = constant by rearranging the equations in (IV.25) to yield:

y =
ψη

uw f (η)
, x =

ρ

Ku2α−1
w

(
ψ

f (η)

)α+1
. (IV.40)

Equation (IV.40) provides a parametric representation of the streamlines in terms of η and

f (η), the latter given analytically by (IV.35) or (IV.39). Figure 27 provides a typical streamline

plot extracted in this way. In the figure, a dashed curve plots the boundary layer thickness

y = η
(
K x uα−2

w /ρ
)1/(α+1), defined here as the locus of points where the fluid velocity is reduced

to 10% of the wall velocity; according to (IV.25a), this occurs when u/uw = d f /dη = 0.1. From

the topmost plot of Figure 27, this occurs when η = 4.04. The benefit of the analytical solution is

clearly indicated here, as streamline plots can be generated accurately to any desired resolution

with low computational cost.
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Figure 27: (top) d f /dη obtained analytically from (IV.35) for α = 0.8 (using C, κ, and E values from

Table 4 with N = 400, using system of equations (IV.38)), with gridlines indicating that

d f /dη = u/uw = 0.1 at η ≈ 4.04. (left) Contours of constant ψ obtained analytically

from (IV.35) (using 27 terms) and (IV.25b), displayed in increments of ∆ψ = 1 in the

ȳ ≡ uwy vs. x̄ ≡ Ku2α−1
w x/ρ plane. The dashed curve is the envelope of the boundary

layer (chosen here to be the locus of points at which u/uw = 0.1), and restricts the

display of the streamlines for velocities where u/uw > 0.1. (right) The u velocity field

obtained analytically from (IV.35) (using 27 terms) and (IV.26).
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IV.2.6 Summary: The Non-Newtonian Sakiadis Problem

In this chapter, we extended the approach used for the Newtonian Sakiadis boundary layer

problem and provided a convergent power series solution, valid for 0.74 ≤ α ≤ 1 (α = 1 for

the case of Newtonian fluids), using the asymptotic expansion as η → ∞ to determine a gauge

function for the series. In the non-Newtonian Sakiadis boundary layer problem, the asymptotically

motivated series fails when the gauge function is unable to completely transverse the physical

domain due to a branch point singularity that arises in the asymptotic form. We note that although

we developed an asymptotic approximant to model cases where 0.5 < α < 0.74, the approximant

is capable of representing the solution for all α values in the range 0.5 < α < 1. Once obtained,

the analytical solutions enable computationally-efficient post-processing to extract streamlines to

any desired resolution.
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V. Conclusions

In the three problems examined in this dissertation, the long distance asymptotic behaviour of

their solutions provided insights about the structure of the gauge function and/or the method

of re-summing and analytically continuing diverging series solutions. In the Flat Wall and

Sakiadis boundary layer problems, the asymptotic solution, obtained by the method of dominant

balance [20], provided the structure of the gauge function. On the other hand, in the Cylindrical

Wall Problem, the asymptotic solution provided the structure of the pre-factor only, which helped

to increase the rate of convergence.

As perhaps might be expected, the use of asymptotically motivated gauge functions is not

foolproof—it does not always lead to convergent series expansions. However, in such cases, we

have found that a further examination of the radius of convergence using mappings motivated from

asymptotic behaviors often is a necessary step towards achieving a convergent series representation.

In the Non-Newtonian Sakiadis Problem, using a gauge function directly deduced from asymptotic

behaviors is not enough—it is also necessary to change the expansion location to assure that the

radius of convergence encompasses the entire domain. And, as also seen in the Non-Newtonian

Sakiadis Problem, sometimes a gauge function itself becomes ill-defined over the domain, and

alternative approximant approaches are needed to obtain a useful solution.

In this dissertation, we solve for an unknown parameter or multiple parameters in a problem

in a way that is analogous to shooting methods in the solution of ODEs. In particular, power

series methods require that problems be posed as initial value problems. This often leads to

unknown initial parameters at one end of the domain which need to be determined to meet

boundary conditions at the other end of the domain. In the Cylindrical Wall Problem, where

there was only one unknown, the meniscus height at the cylinder wall, denoted by a0, we set

79



Power Series and Asymptotics

the last Ān coefficient to zero (ĀN = 0); this approach has been used previously by Balow et

al [1]. In the Newtonian Sakiadis Problem, we used the boundary conditions on the side of the

domain opposite that of the expansion point (R, R′, and R′′ at U = 1, which is equivalent to

η = 0) to develop a system of three equations and solve for the three unknown parameters. In the

Non-Newtonian Sakiadis Problem, we had to combine the approaches used in the previous two

problems; we set the last Ân coefficient to zero (ÂN = 0) for one of the equations, and used the

boundary conditions at η → ∞ for the remaining two equations. Details about this approach are

provided in Section IV.2.3.3 and Appendix C.3.

Overall, this work has expanded our ability to solve non-linear ODEs by establishing appropriate

gauge functions which are motivated by long-distance asymptotic solutions. Through this work,

we have formalized a methodology to solve non-linear ODEs through variable transformation

which naturally leads to expansions in terms of a nontrivial gauge function. Moreover, we have

established an algorithm to transform a BVP to an IVP and to determine unknown constants by

imposing unused conditions—this is analogous to a numerical shooting method. The result is

a complete solution to a BVP that is self-contained and not reliant on numerically determined

inputs. The approach used in this thesis supports a growing body of literature [1–7] developed by

our research group that demonstrates that power series solutions are a viable method to obtain

analytical solutions to nonlinear ODEs.
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A. Appendix: Useful formulae for

manipulating series

A.1 Raising a series to a power

The following relation is JCP Miller’s formula for raising a series to a power [18]:(
∞

∑
n=0

anxn

)γ

=
∞

∑
n=0

bnxn, (A.1a)

where

bn>0 =
1

n a0

n

∑
j=1

(jγ − n + j)ajbn−j , b0 = (a0)
γ , a0 ̸= 0. (A.1b)

A.2 Product of two series

The following relation is the well-known Cauchy product of two series [17]:

∞

∑
n=0

anxn
∞

∑
n=0

bnxn =
∞

∑
n=0

(
n

∑
j=0

ajbn−j

)
xn. (A.2)

A.3 Generalized product rule

The generalized product (Leibniz’s) rule applied to two functions is given as [52]

dn (uv)
dyn =

n

∑
k=0

(
n
k

)
dn−ku
dyn−k

dkv
dyk (A.3)

and is important in determining the coefficients of an Eulerized series as described in Ap-

pendix B.1.
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A.4 Chain rule

The chain rule applied to a composite function F(y(η)) = f (η) is given, for first and second

derivatives, as

d f
dη

=
dF
dy

dy
dη

, (A.4a)

d2 f
dη2 =

d2F
dy2

(
dy
dη

)2
+

dF
dy

d2y
dη2 . (A.4b)

The inversion of (A.4) is given by

dF
dy

=
d f
dη

(
dy
dη

)−1
, (A.5a)

d2F
dy2 =

d2 f
dη2

(
dy
dη

)−2
− d f

dη

d2y
dη2

(
dy
dη

)−3
, (A.5b)

which will be useful in expressing the Bessel series in terms of the Euler transformed variable

(i.e., the gauge function) in Appendix B.5.
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B. Appendix: The meniscus formed on

the outside of a circular cylinder

B.1 Euler transformation

Given a power series

f =
∞

∑
n=0

anxn, (B.1)

the Euler Sum is defined as follows

f =
∞

∑
n=0

bn

(
x

x + S

)n
, (B.2a)

where

bn>0 =
n

∑
m=1

(
n − 1
m − 1

)
amSm, b0 = a0. (B.2b)

Note that (B.2a) is a power series in terms of the gauge function

y ≡ x/(x + S), (B.3)

such that the physical domain x ∈ [0, ∞) maps to the transformed physical domain y ∈ [0, 1]. The

derivation of (B.2b) is provided below.

First, equating the right-hand-sides of (B.1) and (B.2a) and using definition (B.3) to write in terms

of y, we have
∞

∑
m=0

am

(
yS

1 − y

)m
=

∞

∑
m=0

bmym, (B.4)

where a deliberate switch has been made to using the index m instead of n so that we may extract

bn at a specific value within the above (i.e., at m = n) as

bn =
1
n!

{
dn

dyn

[
∞

∑
m=0

am

(
yS

1 − y

)m
]}

y=0

. (B.5)
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Note that the above expression comes from applying the definition of a coefficient of a Taylor

expansion about y = 0, which is precisely what the right-hand side of (B.4) is. Our task remains

to show that the infinite series given by (B.5) may be rewritten as the finite series (B.2b). Inter-

changing the differentiation and summation operators and rewriting the inside as a product, (B.5)

becomes

bn =
1
n!

{
∞

∑
m=0

amSm dn

dyn

[
ym (1 − y)−m

]}
y=0

. (B.6)

In order to apply the generalized product rule to the
[
ym (1 − y)−m

]
term above, we first recognize

that individual generalized derivatives of the two terms are

dj(ym)

dyj =

[
j−1

∏
ℓ=0

(m − ℓ)

]
ym−j (B.7a)

and
dj
[
(1 − y)−m

]
dyj =

[
j−1

∏
ℓ=0

(m + ℓ)

]
(1 − y)−m−j . (B.7b)

Substituting (B.7) into the generalized product rule (A.3) to evaluate the derivative in (B.6), we

obtain the expression

bn =
1
n!

{
∞

∑
m=0

amSm
n

∑
k=0

[(
n
k

)[n−k−1

∏
ℓ=0

(m − ℓ)

]
ym−n+k

[
k−1

∏
ℓ=0

(m + ℓ)

]
(1 − y)−m−k

]}
y=0

.

Finally, we evaluate the above expression at y = 0 and note that the only nonzero contributions

will come from y0 terms in the inner sum, which correspond with an index of k = n − m. Since k

is a positive index, this tells us that m cannot be greater than n, thus placing an upper limit on the

outer m-sum. Setting y = 0, only retaining the k = n − m term in the inner sum, and truncating
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the outer sum to n terms, leads to

bn =
1
n!

n

∑
m=0

amSm
(

n
n − m

) m−1

∏
ℓ=0

(m − ℓ)
n−m−1

∏
ℓ=0

(m + ℓ)

=
1
n!

n

∑
m=0

amSm n!
m! (n − m)!

m!
(n − 1)!
(m − 1)!

=
n

∑
m=0

amSm (n − 1)!
(m − 1)! (n − m)!

=
n

∑
m=0

(
n − 1
m − 1

)
amSm,

which is equivalent to (B.2b).

B.2 Estimation of the radius of convergence in an Euler transformation

Typically, for nonlinear ODEs, the precise value of the radius of convergence of the power series

solution is unknown, but can be estimated (via root test, ratio test, etc.) to within some tolerance.

In such cases, we may estimate the true radius of convergence, xs, with an approximation, S,

as

S ≡ ϵxs, (B.8)

where ϵ ∈ (0, 2). We are afforded this flexibility from Taylor’s theorem, which tells us that, through

the mapping from x to y given by (B.3), a Taylor expansion about y = 0 will converge over the full

physical domain y ∈ [0, 1] as long as singularities lie outside of the circle |y| = 1 in the complex y

plane. In other words, assuming the closest singularity is due to x = −xs, the following must hold

for convergence of the corresponding Euler series:

|y (x = −xs)| > 1. (B.9)

We know this to be true in the standard Euler series since then the left side of the inequality above

becomes ±∞, from the standard Euler gauge function (B.3). However, if we do not know the exact

value of xs and substitute the Euler transformation

y ≡ x/(x + ϵxs), (B.10)

85



Power Series and Asymptotics

into (B.9), we obtain ∣∣∣∣ 1
1 − ϵ

∣∣∣∣ > 1,

which tells us that ϵ ∈ (0, 2) is a valid range to assure convergence of the transformed series. This

means that one may use any arbitrarily small value for S > 0 in (B.2), as long as it is less than

twice the value of the (unknown) exact xs (the modulus of the actual closest singularity). That

said, as ϵ → 1, the convergence rate of the Eulerized series is expected to improve, since—in

this limit—the influence of the singularity is pushed further away from the mapped physical

domain.

B.3 Interface solution for small slope

Equation (III.10) provides the leading order r̃ → ∞ asymptotic behavior of the interface solution

given as:

h(r̃) ∼ DK0

(√
B (r̃ + 1)

)
, (B.11)

where D is an unknown constant and K0 (z) is the modified Bessel function of zeroth order.

Note that this solution is valid for dh/dr̃ ≪ 1 since h → 0 as r̃ → ∞ according to (III.2d). In a

configuration for which dh/dr̃ ≪ 1 for all r̃ ∈ (0, ∞), (B.11) provides an excellent approximation

to the interface solution with the constant, D, determined as follows.

The boundary condition (III.2c) is rewritten here for convenience as:

dh̄
dr̃

= − cot θ at r̃ = 0. (B.12)

Noting that:

dK0(z)
dz

= −K1(z),

where K1(z) is the modified Bessel function of first order, we differentiate (B.11) to obtain:

dh̄
dr̃

∼ −D
√

BK0

(√
B (r̃ + 1)

)
for dh/dr̃ ≪ 1. (B.13)
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Provided that cot θ ≪ 1, (B.13) is valid for all r̃ ∈ (0, ∞), and thus the constraint (B.12) may be

applied to determine D as:

D =
cot θ

√
BK1

(√
B
) . (B.14)

Finally, we substitute (B.14) into (B.11) to yield:

h(r̃) ∼ cot θ
√

BK1

(√
B
)K0

(√
B (r̃ + 1)

)
for cot θ ≪ 1, where r̃ ∈ (0, ∞) . (B.15a)

In accordance with the restriction that cot θ ≪ 1, (B.15a) is valid for nearly horizontal interfaces

for which values of θ lie near π/2, regardless of the value of the Bond number, B. The height of

the interface, then at the cylindrical wall (r̃ = 0), is thus given as:

h(0) ∼ cot θ√
B

K0

(√
B
)

K1

(√
B
) , for cot θ ≪ 1. (B.15b)

The result (B.15) serves as a useful analytical check on numerical and power series predictions for

nearly horizontal interfaces.

B.4 Computation of the Euler coefficients in (III.8) via the transformed

differential equation (III.7a)

After making the variable transformation (III.4) in our governing ODE (III.2b), we obtain the

transformed ODE (III.7a), rewritten here in a slightly different form as

G′′ =
S2

(1 − U)4


2(1 − U)3

S2 G′ +

(
US

1 − U
+ 1
)(

(1 − U)4

S2 G′2 + 1
)3/2

BG − (1 − U)6

S3 G′3 − (1 − U)2

S
G′

US
1 − U

+ 1

 .

(B.16)

Our goal is to obtain a power series solution of (B.16) in the form (III.8a), rewritten here for

convenience as

G(U) =
∞

∑
n=0

ÂnUn. (B.17)
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To do so, we note that, by direct differentiation, the first n terms of the Taylor series of G′ depend

only on the first n + 1 terms of G. By Cauchy’s product rule and JCP Miller’s Formula, the same

is also true of powers and products of these terms. As such, the RHS of (B.16) will have an n-th

Taylor coefficient that can be expressed as a recursive expression involving the first n + 1 Taylor

coefficients of G. Meanwhile, the LHS will give the n + 2 Taylor coefficient of G (up to a factor

of (n + 1)(n + 2)), allowing one to recursive compute Ân+2 from the previous Taylor coefficients

{Â0, Â1, ..., Ân+1}. More explicitly, we note that by the binomial theorem we have

S2

(1 − U)4 = S2
∞

∑
n=0

(
n + 3

3

)
Un. (B.18)

Hence by Cauchy’s product rule and direct differentiation if we write

2(1 − U)3

S2 G′+

(
US

1 − U
+ 1
)(

(1 − U)4

S2 G′2 + 1
)3/2

BG − (1 − U)6

S3 G′3 − (1 − U)2

S
G′

US
1 − U

+ 1
=

∞

∑
n=0

wnUn,

(B.19)

then the wn will have a recursive expression in terms of Ân only up to Ân+1, and equation (B.16)

becomes

∞

∑
n=0

(n + 1)(n + 2)Ân+2 = S2
∞

∑
n=0

[
n

∑
k=0

(
k + 3

3

)
wn−k

]
Un, (B.20)

Ân+2 =
S2

(n + 1)(n + 2)

n

∑
k=0

(
k + 3

3

)
wn−k. (B.21)

Continuing to work backwards, we can write by Cauchy’s product rule that

wn = fn +
n

∑
k=0

(qk − tk − uk)rn−k (B.22)
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where

2(1 − U)3

S2 G′ =
∞

∑
n=0

fnUn (B.23)

(
US

1 − U
+ 1
)(

(1 − U)4

S2 G′2 + 1
)3/2

BG =
∞

∑
n=0

qnUn (B.24)

(1 − U)6

S3 G′3 =
∞

∑
n=0

tnUn (B.25)

(1 − U)2

S
G′ =

∞

∑
n=0

unUn (B.26)(
US

1 − U
+ 1
)−1

=
∞

∑
n=0

rnUn. (B.27)

We notice first that by term-by-term differentiation, Cauchy’s product rule, and the binomial

formula we have the following formulae for fn and un:

fn =
2
S2

n

∑
k=0

(−1)k
(

3
k

)
(n − k + 1)Ân−k+1, (B.28)

un =
1
S

n

∑
k=0

(−1)k
(

2
k

)
(n − k + 1)Ân−k+1. (B.29)

Furthermore, by the formula for a geometric series, we have directly that

(
US

1 − U
+ 1
)−1

=
(1 − U)

1 − (1 − S)U
(B.30)

rn = (1 − S)n − (1 − δn,0)(1 − S)n−1. (B.31)

where the Kronecker notation is used such that δn,0 is 0 when n ̸= 0 and 1 when n = 0. The

computation of tn in (B.25) could be obtained directly using JCP Miller’s formula on G′3 followed

by Cauchy’s product rule; instead, we first build the formula for the term involving G′2 in (B.19),

and then extract the result for tn from that. That is, we define

(1 − U)4

S2 G′2 =
∞

∑
n=0

dnUn, (B.32)

and by Cauchy’s product rule have

dn =
n

∑
k=0

ukun−k. (B.33)
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The expression for tn can be obtained by taking the Cauchy product of (B.32) and (B.26) to

yield

tn =
n

∑
k=0

dkun−k. (B.34)

From here it remains only for us to compute qn. We begin by writing

(1 − U)4

S2 G′2 + 1 =
∞

∑
n=0

d̄nUn, (B.35)

then we have

d̄n = dn + δn,0. (B.36)

Proceeding in the same fashion if we write(
(1 − U)4

S2 G′2 + 1
)3/2

=
∞

∑
n=0

pnUn, (B.37)

then by JCP Miller’s formula we have

p0 = d̄3/2
0 pn>1 =

1
nd̄0

n

∑
k=1

(
5
2

k − n
)

d̄k pn−k. (B.38)

Writing via geometric series that

US
1 − U

+ 1 =
∞

∑
n=0

ℓ̄nUn

ℓ̄n = S + δn,0(1 − S),

then, if we write (
US

1 − U
+ 1
)

G =
∞

∑
n=0

ℓnUn, (B.39)

Cauchy’s product rule gives

ℓn =
n

∑
k=0

ℓ̄k Ân−k. (B.40)

One final application of Cauchy’s product rule completes the recurrence by writing

qn = B
n

∑
k=0

ℓk pn−k. (B.41)

In summary, the preceding coefficients fn, qn, tn, un, ℓn, dn, rn, and pn are all utilized in the power

series solution (III.8) in the main text.
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B.5 Computation of the Euler coefficients in (III.11) after inclusion of the

modified Bessel function prefactor

Here, we re-sum to accelerate the convergence of the power series solution, making direct use

of the previously derived series (III.8) written in terms of the Euler transformed variable. The

re-summation is enabled because the Euler coefficients in (III.8) are computationally stable. This is

in direct contrast to the original attempt to use the divergent series coefficients (III.3) to construct

the Euler coefficients using (III.6)–which leads to computational errors. Here, we rewrite for

reference (III.8a) as

G(U) =
∞

∑
n=0

ÂnUn, (B.42a)

where the coefficients Ân are given by (III.8) and

U(r̃) =
r̃

r̃ + S
. (B.42b)

We accelerate convergence of this summation by the inclusion of the leading asymptotic behavior

in terms of the modified Bessel function of the second kind of zeroth order in accordance

with (III.10) and (III.11a), written for reference here as

h̄(r̃) = K0

(√
B(r̃ + 1)

) ∞

∑
n=0

Ān

(
r̃

r̃ + S

)n
. (B.43)

By direct rearrangement of (B.42b), we have r̃ = SU
1−U , and noting that h(r) = h(r(U)) = G(U),

we have

G(U) = K0

(√
B
(

US
1 − U

+ 1
)) ∞

∑
n=0

ĀnUn, (B.44a)

or equivalently:

G(U)

[
K0

(√
B
(

US
1 − U

+ 1
))]−1

=
∞

∑
n=0

ĀnUn. (B.44b)

Since G(U) is known in terms of Ân from (B.42), we can obtained a relationship between Ān (the

expansion with the prefactor) and Ân (the original Euler expansion) as follows. We first define the
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argument of the Bessel function solution in (B.44) as

y(U) ≡
√

B
(

US
1 − U

+ 1
)

, (B.45)

and express the modified Bessel function portion of (B.44) as

K0(y) = K0 (y(U)) = f (U) =
∞

∑
n=0

ζnUn. (B.46)

Using this expansion form, we employ JCP Miller’s formula (A.1) to yield:[
K0

(√
B
(

US
1 − U

+ 1
))]−1

=
∞

∑
n=0

ζnUn, (B.47a)

ζn =
−1
ζ0

n

∑
k=1

ζkζn−k ζ0 = ζ
−1
0 . (B.47b)

Subsequently, by inserting (B.47a) into (B.44b) and using Cauchy’s product rule (A.2), we ob-

tain

Ān =
n

∑
k=0

ζk Ân−k. (B.48)

The result (B.48) provides the necessary coefficients for the resummation–at this point, however,

we have not yet determined the coefficients ζ̄n in (B.46), which we now obtain.

To proceed, we begin with the modified Bessel function governing equation (III.9) in the main text,

rewritten in terms of y as

d2K0

dy2 +
1
y

dK0

dy
− K0 = 0. (B.49)

Our goal is to determine the Taylor expansion of K0(y(U)) about U = 0, which is precisely the

expression (B.46) that we require. Employing the chain rule formulae given by (A.5) (letting

F = K0), substituting this result into (B.49), and solving for d2 f
dU2 leads to the expression

d2 f
dU2 =

 d2y
dU2

dy
dU

−
dy
dU
y

 d f
dU

+

(
dy
dU

)2
f . (B.50)

From here we will want to find the power series solution to (B.50) in the form (B.46). For the

particular y given by (B.45), we have the algebraic identities

dy
dU
y

=
1

1 − U
− 1 − S

1 − (1 − S)U
, (B.51)
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d2y
dU2

dy
dU

=
2

1 − U
, (B.52)

(
dy
dU

)2
=

BS2

(1 − U)4 . (B.53)

Using the Binomial theorem, all of these expressions can be Taylor expanded explicitly as

dy
dU
y

=
1

1 − U
− 1 − S

1 − (1 − S)U
=

∞

∑
n=0

ρnUn =
∞

∑
n=0

(1− (1− S)n+1)Un, ρn = 1− (1− S)n+1, (B.54a)

d2y
dU2

dy
dU

=
2

1 − U
= 2

∞

∑
n=0

Un, (B.54b)

(
dy
dU

)2
=

BS2

(1 − U)4 = BS2
∞

∑
n=0

(
n + 3

3

)
Un. (B.54c)

Furthermore, term-by-term differentiation of (B.46) gives

d f
dU

=
∞

∑
n=0

(n + 1)ζ̄n+1Un, (B.55a)

d2 f
dU2 =

∞

∑
n=0

(n + 1)(n + 2)ζ̄n+2Un. (B.55b)

We substitute the expansion (B.46) and results (B.54)-(B.55) into the ODE (B.50), and after making

use of Cauchy’s product rule, we obtain

∞

∑
n=0

(n + 1)(n + 2)ζ̄n+2Un =
∞

∑
n=0

[
n

∑
k=0

(k + 1)ζ̄k+1(2 − ρn−k)

]
Un + BS2

∞

∑
n=0

[
n

∑
k=0

(
k + 3

3

)
ζ̄n−k

]
Un

(B.56)

Comparing like terms gives the recurrence relation

ζ̄n+2 =
1

(n + 1)(n + 2)

n

∑
k=0

{
(k + 1)ζ̄k+1(2 − ρn−k) +

(
k + 3

3

)
ζ̄n−k

}
, (B.57a)

where we have the initial conditions by direct substitution that

ζ̄0 = K0

(√
B
)

and ζ̄1 = −S
√

BK1

(√
B
)

. (B.57b)

The result (B.57) can be inserted into (B.47b) and (B.48) which completely defines Ān in (B.43)

and (III.11a), and the resummation is thus complete.

93



Power Series and Asymptotics

B.6 Matched asymptotic solution for interface at the cylinder wall

In this section, we re-visit the first and the second order matched asymptotic solutions implemented

by [12] and convert their notation to ours. In doing so, we correct two typos in Eqns 3.18 and 3.21

of Lo’s paper [12], shown respectively with
::::
wavy

::::::::::
underlines in (B.59d) and (B.59e) below. Here

we focus on Lo’s predictions of the height of the meniscus along the cylinder to benchmark against

the power series solution. Lo uses the superscripts (1) and (2) to represent the first and second

order matched asymptotic approximations, respectively, and denotes the well-known Euler’s

constant as γ = 0.5772 (rounded to four decimal places). Lo defines the parameter ϵ = R
lc

, where

R is the cylinder radius and lc =
√

σ
ρg is the capillary length. In the notation used in our paper,

this means that the Bond number and ϵ are related as B = ϵ2.

The lowest (first) order matched asymptotic solution for the height of the fluid along the wall,

used in Figure 14, is

h̄(1)(r̃ = 0) = sin ϕ

{
ln

4
ϵ(1 + cos ϕ)

− γ

}
, (B.58a)

ϕ =
π

2
− θ. (B.58b)

The second order matched solution (next order match) for the height of the interface along the

cylindrical wall indicated in Figure 14 is

h̄(2)(r̃ = 0) = z1 ln ϵ + z2︸ ︷︷ ︸
h̄(1) in (B.58)

+z3ϵ2 ln2 ϵ + z4ϵ2 ln ϵ + z5ϵ2. (B.59a)

The constants used in (B.59a) are defined as

z1 = − sin ϕ , z2 = sin ϕ [ln 4 − ln(1 + cos ϕ)− γ] , z3 =
1
2

sin ϕ(1 − sin2 ϕ), (B.59b)

z4 = sin ϕ

{
cos2 ϕ

[
γ +

1
4
+ ln(

1
4
(1 + cos ϕ))+

]
+

1
4
− cos ϕ

}
, (B.59c)
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z5 =
1
4

sin ϕ cos ϕ(ln 4 − γ)− D
cos ϕ

+
1
4

sin ϕ

+ D(1 − ln 4+
:

γ) +
1
4

sin3 ϕ

(
1
2
− γ3 − ln2 2 + γ ln 4 − ln 2

)
+ [ln(1 + cos ϕ)]

[
1
4

sin3 ϕ

(
ln 4 − γ +

1
cos ϕ

)
+ D − 1

4
sin ϕ cos ϕ

]
− 1

4
(sin3 ϕ) ln2(1 + cos ϕ), (B.59d)

where

D =
1
4
C(2 − C2) ln[1 +

√
1 − C2]− (1 − C2)

1
2
C(ln 4 − γ)− 1

4
C
√

1 − C2
::

, (B.59e)

and

C = sin ϕ. (B.59f)
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C. Appendix: Non-Newtonian Sakiadis

boundary layer problem

C.1 Numerical Solution: Shooting method

The algorithm below is motivated from the work Cebeci et al. [53], developed for the Falkner-Skan

boundary layer problem. Here, we extend their approach to the non-Newtonian Sakiadis problem

given by (IV.27). With the goal of determining the value of κ defined by (IV.3), we approximate the

boundary value problem (IV.27) in f (η) (defined on a semi-infinite domain) with the following

initial value problem (IVP) in f (η; κ) (defined on a finite domain):

α(α + 1) f ′′′ − (− f ′′)(2−α) f = 0, 0 ≤ η ≤ L (C.1a)

with the initial conditions (taken from (IV.27b), (IV.27c), and (IV.3))

f (0; κ) = 0 , f ′(0; κ) = 1 , f ′′(0; κ) = κ, (C.1b)

where f ′ denotes the derivative of f with respect to η. In order to determine κ, we subject the

IVP (C.1) to the constraint

f ′(L; κ) = 0, (C.2)

which incorporates condition (IV.27d) such that the solution to (C.1) limits to the solution of (IV.27)

as L → ∞. The determination of κ and the numerical solution for f itself from (C.1) (subject

to (C.2)) is obtained by the method of shooting, as outlined below.

First, we replace (C.1a) with a system of three first-order ODEs. To do so, we let U (η; κ), V(η; κ),

and V ′(η; κ) represent f ′(η; κ), f ′′(η; κ), and f ′′′(η; κ), respectively. Thus, (C.1) can be written as

the system

f ′ = U , U ′ = V , V ′ =
(−V)(2−α) f

α(α + 1)
, (C.3a)
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with initial conditions

f (0; κ) = 0 , U (0; κ) = 1 , V(0; κ) = κ. (C.3b)

The objective is to provide a solution to the IVP (C.3), such that the constraint (C.2) is satisfied.

That is, we solve for the solution of (C.3) by seeking κ, such that

U (L; κ) = 0, (C.4)

where L is successively increased, such that the κ value for (C.1) approaches the κ value

for (IV.27).

In order to determine κ in (C.3b), we use Newton’s method [54] defined by

κγ+1 = κγ − U (L; κγ)
∂

∂κ (U (L; κγ))
, γ = 0, 1, 2, ...,

with κ0 being the initial estimate for κ, and γ is the iteration number. In order to obtain the

derivative of U with respect to κ, we take the derivative of (C.3) with respect to κ, which leads to

the following additional IVP:

∂ f ′

∂κ
=

∂U
∂κ

,
∂U ′

∂κ
=

∂V
∂κ

,
∂V ′

∂κ
= (α − 2)

∂V
∂κ

(−V)(1−α)

α(α + 1)
f +

(−V)(2−α)

α(α + 1)
∂ f
∂κ

, (C.5a)

with conditions

∂ f
∂κ

(0; κ) = 0 ,
∂U
∂κ

(0; κ) = 0 ,
∂V
∂κ

(0; κ) = 1. (C.5b)

For clarity, we assign new variables to the derivatives with respect to κ as follows

F(η; κ) ≡ ∂ f
∂κ

(η; κ), U(η; κ) ≡ ∂U
∂κ

(η; κ), V(η; κ) ≡ ∂V
∂κ

(η; κ),

commute the differentiation with respect to η (denoted by primes) and differentiation with respect
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to κ in (C.5), and combine (C.3) and (C.5) into the single IVP evaluated at κ = κγ:

d
dη



f

U

V

F

U

V



=



U

V

(−V)(2−α) f
α(α+1)

U

V

(α − 2)V (−V)(1−α)

α(α+1) f + (−V)(2−α)

α(α+1) F



,



f

U

V

F

U

V


η=0

=



0

1

κγ

0

0

1



. (C.6)

From (C.6), both U (L; κγ) and U(L; κγ) may be determined; then the guess κγ may be progressed

to the next iteration via

κγ+1 = κγ − U (L; κγ)

U(L; κγ)
, γ = 0, 1, 2, ..., (C.7)

to compute κγ+1. We use a fourth-order Runge-Kutta method, with ∆η = 0.001 to solve (C.6). A

convergence requirement of |κγ+1 − κγ| < 10−15 is enforced in the Newton iteration (C.7).

C.2 Evaluations of κ, C, and E

C.2.1 Numerical evaluation of E

In this section, we show that the constant E → 1 as α → 1. These values are obtained numerically

via a shooting method described in Appendix C.1 combined with the definition of E defined

in (IV.36).
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Table 2: Numerical values of the constant E defined in (IV.36). The values are computed using the

shooting method algorithm explained in Appendix C.1 with η = ∞ replaced with a finite

surrogate L given in the table.

α L E

0.99 100 0.996357144778925

0.9 2000 0.921210805240775

0.8 11000 0.639133894794667

0.75 11000 0.249305949228073

C.2.2 Evaluations of κ, C, and E for α = 0.8

In what follows, we provide constants used in the analytical solutions (IV.28), (IV.30), (IV.37),

and (IV.39) for α = 0.8. These are obtained in two ways–either numerically via a shooting method

(Table 3 and Appendix C.1), or via a self-contained algorithm using the power series (Table 4 and

Appendix (C.3)).
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Table 3: Numerical values of the constants κ, C, and E with α = 0.8 for the non-Newtonian Sakiadis

problem. The values are computed using the shooting method algorithm explained in

Appendix C.1 with η = ∞ replaced with a finite surrogate L given in the table. This

numerical algorithm uses a Newton iteration with a tolerance of 10−15, wrapped around

a 4th-order Runge-Kutta solver with a step size of △η = 0.001.

L κ C E

40 -0.44069277587148 1.85680030949222 0.654388901675618

100 -0.44067330624905 1.85989634054125 0.641907516688146

240 -0.44067273476661 1.86013263767144 0.639639542413533

540 -0.44067271669187 1.86015073982904 0.639235534657387

1000 -0.44067271600486 1.86015225132246 0.639163575176951

2000 -0.44067271594447 1.86015250138706 0.639141167249476

5000 -0.44067271594052 1.86015253504567 0.639134860809690

11000 -0.44067271594043 1.86015253716140 0.639133894794667
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Table 4: Predicted values of the constants κ, C, and E with α = 0.8 for the non-Newtonian Sakiadis

problem. The values are computed using the the solution of equations system (IV.38)

explained in Section (IV.2.3.3) with the N values given in the table. This algorithm uses a

Newton iteration with a tolerance of 10−15.

N κ C E

50 -0.440672770686287 1.860151847487335 0.639137961392650

100 -0.440672715934279 1.860152537361902 0.639133656731447

200 -0.440672715934271 1.860152537362062 0.639133656729539

400 -0.440672715934270 1.860152537362068 0.639133656729520

C.3 Newton’s method used to predict constants

The system of equations used in this algorithm are:

F1(κ, C, E) =

[
N

∑
n=0

Ân(−1)n

]
− C, (C.8a)

F2(κ, C, E) =

[
N

∑
n=0

nÂn(−1)n−1

]
− A1, (C.8b)

F3(κ, C, E) = ÂN , (C.8c)

where C, A1, and ÂN are defined in (IV.5), (IV.35e), and (IV.37g), respectively.

We take the derivatives of (C.8a)-(C.8c) with respect to κ, C, and E, and obtain the Jacobian

matrix,

J =


∂F1
∂C

∂F1
∂E

∂F1
∂κ

∂F2
∂C

∂F2
∂E

∂F2
∂κ

∂F3
∂C

∂F3
∂E

∂F3
∂κ

 , (C.9)
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which is used in Newton’s Method
Cj+1

Ej+1

κ j+1

 =


Cj

Ej

κ j

− J−1


F1(Cj, Ej, κ j)

F2(Cj, Ej, κ j)

F3(Cj, Ej, κ j)

 . (C.10)

To construct the Jacobian matrix (C.9), we take the derivative of (C.8a - (C.8c), with respect to C, E,

and κ, as follows:

∂F1

∂C
=

[
∞

∑
n=0

∂Ân

∂C
(−1)n

]
− 1 ,

∂F1

∂E
=

∞

∑
n=0

∂Ân

∂E
(−1)n ,

∂F1

∂κ
=

∞

∑
n=0

∂Ân

∂κ
(−1)n, (C.11a)

∂F2

∂C
=

[
∞

∑
n=0

n
∂Ân

∂C
(−1)n−1

]
− ∂A1

∂C
, (C.11b)

∂F2

∂E
=

[
∞

∑
n=0

n
∂Ân

∂E
(−1)n−1

]
− ∂A1

∂E
, (C.11c)

∂F2

∂κ
=

[
∞

∑
n=0

n
∂Ân

∂κ
(−1)n−1

]
− ∂A1

∂κ
, (C.11d)

∂F3

∂C
=

∂ÂN
∂C

,
∂F3

∂E
=

∂ÂN
∂E

,
∂F3

∂κ
=

∂ÂN
∂κ

. (C.11e)

We take the derivative of (IV.30c) with respect to the unknowns C, E, and κ. It is important to

note that λ is not function of any these three constants. Hence, we only take the derivative of A

in (IV.30c) as follows:

∂A
∂C

=
1 − α

α(α + 1)E
,

∂A
∂E

=
−C(1 − α)

α(α + 1)E2 ,
∂A
∂κ

= 0. (C.12)

We use the chain rule to take the derivatives of (IV.32b)-(IV.32f), as follows:

∂k1

∂C
= 3α(α + 1)λ3A2 ∂A

∂C
,

∂k1

∂E
= 3α(α + 1)λ3A2 ∂A

∂E
,

∂k1

∂κ
= 0, (C.13a)

∂k2

∂C
= 9α(α + 1)λ2(λ − 1)A2 ∂A

∂C
,

∂k2

∂E
= 9α(α + 1)λ2(λ − 1)A2 ∂A

∂E
,

∂k2

∂κ
= 0, (C.13b)

∂k3

∂C
= 3α(α + 1)λ(λ − 1)(λ − 2)A2 ∂A

∂C
, (C.13c)

∂k3

∂E
= 3α(α + 1)λ(λ − 1)(λ − 2)A2 ∂A

∂E
,

∂k3

∂κ
= 0, (C.13d)
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∂k4

∂C
= −2λ2A∂A

∂C
,

∂k4

∂E
= −2λ2A∂A

∂E
,

∂k4

∂κ
= 0, (C.13e)

∂k5

∂C
= −2λ(λ − 1)A∂A

∂C
,

∂k5

∂E
= −2λ(λ − 1)A∂A

∂E
,

∂k5

∂κ
= 0. (C.13f)

We take derivatives of Â0 through Â4 in (IV.37b)-(IV.37f), as follows

∂Â0

∂C
= 0 ,

∂Â0

∂E
= 0 ,

∂Â0

∂κ
= 0. (C.14a)

∂Â1

∂C
=

−1
λA2

∂A
∂C

,
∂Â1

∂E
=

−1
λA2

∂A
∂E

,
∂Â1

∂κ
= 0, (C.14b)

∂Â2

∂C
=

1
2λ2

(
−2κ

a3 +
λ − 1
A2

)
∂A
∂C

, (C.14c)

∂Â2

∂E
=

1
2λ2

(
−2κ

a3 +
λ − 1
A2

)
∂A
∂E

,
∂Â2

∂κ
=

1
2λ2A2 . (C.14d)

∂Â3

∂C
= u1

∂v1

∂C
+ v1

∂u1

∂C
,

∂Â3

∂E
= u1

∂v1

∂E
+ v1

∂u1

∂E
,

∂Â3

∂κ
= u1

∂v1

∂κ
, (C.14e)

where

u1 =
1

6k1
, v1 = −2k2 Â2 − k3 Â1, (C.14f)

∂u1

∂C
=

−1
6(k1)2

∂k1

∂C
,

∂u1

∂E
=

−1
6(k1)2

∂k1

∂E
,

∂u1

∂κ
= 0, (C.14g)

∂v1

∂C
= −2

(
k2

∂Â2

∂C
+ Â2

∂k2

∂C

)
−
(

k3
∂Â1

∂C
+ Â1

∂k3

∂C

)
, (C.14h)

∂v1

∂E
= −2

(
k2

∂Â2

∂E
+ Â2

∂k2

∂E

)
−
(

k3
∂Â1

∂E
+ Â1

∂k3

∂E

)
, (C.14i)

∂v1

∂κ
= −2k2

∂Â2

∂κ
. (C.14j)

∂Â4

∂C
= u2

∂v2

∂C
+ v2

∂u2

∂C
,

∂Â4

∂E
= u2

∂v2

∂E
+ v2

∂u2

∂E
,

∂Â4

∂κ
= u2

∂v2

∂κ
, (C.14k)

and

u2 =
1

24k1
, v2 = −2k2 Â2 − 6k2 Â3 − 2k3 Â2 + Â1d̂0 − 12k1 Â3, (C.14l)

∂u2

∂C
=

−1
24(k1)2

∂k1

∂C
,

∂u2

∂E
=

−1
24(k1)2

∂k1

∂E
,

∂u2

∂κ
= 0, (C.14m)

∂v2

∂C
= −2

(
k2

∂Â2

∂C
+ Â2

∂k2

∂C

)
− 6

(
k2

∂Â3

∂C
+ Â3

∂k2

∂C

)
− 2

(
k3

∂Â2

∂C
+ Â2

∂k3

∂C

)
+

Â1
∂d̂0

∂C
+ d̂0

∂Â1

∂C
− 12

(
k1

∂Â3

∂C
+ Â3

∂k1

∂C

)
, (C.14n)

103



Power Series and Asymptotics

∂v2

∂E
= −2

(
k2

∂Â2

∂E
+ Â2

∂k2

∂E

)
− 6

(
k2

∂Â3

∂E
+ Â3

∂k2

∂E

)
− 2

(
k3

∂Â2

∂E
+ Â2

∂k3

∂E

)
+

Â1
∂d̂0

∂E
+ d̂0

∂Â1

∂E
− 12

(
k1

∂Â3

∂E
+ Â3

∂k1

∂E

)
, (C.14o)

∂v2

∂κ
= −2k2

∂Â2

∂κ
− 6k2

∂Â3

∂κ
− 2k3

∂Â2

∂κ
+ Â1

∂d̂0

∂κ
− 12k1

∂Â3

∂κ
, (C.14p)

∂d̂0

∂C
= (2 − α)(ĉ0)

1−α ∂ĉ0

∂C
, (C.14q)

∂d̂0

∂E
= (2 − α)(ĉ0)

1−α ∂ĉ0

∂E
,

∂d̂0

∂κ
= (2 − α)(ĉ0)

1−α ∂ĉ0

∂κ
, (C.14r)

∂ĉ0

∂C
= 2

(
k4

∂Â2

∂C
+ Â2

∂k4

∂C

)
+ k5

∂Â1

∂C
+ Â1

∂k5

∂C
, (C.14s)

∂ĉ0

∂E
= 2

(
k4

∂Â2

∂E
+ Â2

∂k4

∂E

)
+ k5

∂Â1

∂E
+ Â1

∂k5

∂E
,

∂ĉ0

∂κ
= 2k4

∂Â2

∂κ
. (C.14t)

Next, we take derivative of (IV.37g) as follows

∂Ân+3

∂C
=

v3
∂u3
∂C − u3

∂v3
∂C

(v3)2 ,
∂Ân+3

∂E
=

v3
∂u3
∂E − u3

∂v3
∂E

(v3)2 ,
∂Ân+3

∂κ
=

∂u3
∂κ

v3
, (C.15a)

where

u3 = {−k2(n + 1)n − k3(n + 1)− k1(n + 1)n(n − 1)} Ân+1+

{−k2(n + 2)(n + 1)− 2k1(n + 2)(n + 1)n} Ân+2 + ên, (C.15b)

v3 = k1(n + 3)(n + 2)(n + 1), (C.15c)

∂u3

∂C
= {−k2(n + 1)n − k3(n + 1)− k1(n + 1)n(n − 1)} ∂Ân+1

∂C
+

Ân+1

{
−∂k2

∂C
(n + 1)n − ∂k3

∂C
(n + 1)− ∂k1

∂C
(n + 1)n(n − 1)

}
+

{−k2(n + 2)(n + 1)− 2k1(n + 2)(n + 1)n} ∂Ân+2

∂C
+

Ân+2

{
−∂k2

∂C
(n + 2)(n + 1)− 2

∂k1

∂C
(n + 2)(n + 1)n

}
+

∂ên

∂C
, (C.15d)
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∂u3

∂E
= {−k2(n + 1)n − k3(n + 1)− k1(n + 1)n(n − 1)} ∂Ân+1

∂E
+

Ân+1

{
−∂k2

∂E
(n + 1)n − ∂k3

∂E
(n + 1)− ∂k1

∂E
(n + 1)n(n − 1)

}
+

{−k2(n + 2)(n + 1)− 2k1(n + 2)(n + 1)n} ∂Ân+2

∂E
+

Ân+2

{
−∂k2

∂E
(n + 2)(n + 1)− 2

∂k1

∂E
(n + 2)(n + 1)n

}
+

∂ên

∂E
, (C.15e)

∂u3

∂κ
= {−k2(n + 1)n − k3(n + 1)− k1(n + 1)n(n − 1)} ∂Ân+1

∂κ
+

{−k2(n + 2)(n + 1)− 2k1(n + 2)(n + 1)n} ∂Ân+2

∂κ
+

∂ên

∂κ
, (C.15f)

∂v3

∂C
= (n + 3)(n + 2)(n + 1)

∂k1

∂C
,

∂v3

∂E
= (n + 3)(n + 2)(n + 1)

∂k1

∂E
,

∂v3

∂κ
= 0, (C.15g)

∂ên

∂C
=

n

∑
j=0

Âj
∂d̂n−j

∂C
+ d̂n−j

∂Âj

∂C
, (C.15h)

∂ên

∂E
=

n

∑
j=0

Âj
∂d̂n−j

∂E
+ d̂n−j

∂Âj

∂E
, (C.15i)

∂ên

∂κ
=

n

∑
j=0

Âj
∂d̂n−j

∂κ
+ d̂n−j

∂Âj

∂κ
, (C.15j)

∂d̂n>0

∂C
=

−1
n(ĉ0)2

∂ĉ0

∂C

n

∑
j=1

(3j − αj − n)ĉjd̂n−j+

1
nĉ0

n

∑
j=1

(3j − αj − n)
∂ĉj

∂C
d̂n−j +

1
nĉ0

n

∑
j=1

(3j − αj − n)ĉj
∂d̂n−j

∂C
, (C.15k)

∂d̂n>0

∂E
=

−1
n(ĉ0)2

∂ĉ0

∂E

n

∑
j=1

(3j − αj − n)ĉjd̂n−j+

1
nĉ0

n

∑
j=1

(3j − αj − n)
∂ĉj

∂E
d̂n−j +

1
nĉ0

n

∑
j=1

(3j − αj − n)ĉj
∂d̂n−j

∂E
, (C.15l)

∂d̂n>0

∂κ
=

−1
n(ĉ0)2

∂ĉ0

∂κ

n

∑
j=1

(3j − αj − n)ĉjd̂n−j+

1
nĉ0

n

∑
j=1

(3j − αj − n)
∂ĉj

∂κ
d̂n−j +

1
nĉ0

n

∑
j=1

(3j − αj − n)ĉj
∂d̂n−j

∂κ
, (C.15m)
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∂ĉn>0

∂C
= (k4n + k5)(n + 1)

∂Ân+1

∂C
+

(
∂k4

∂C
n +

∂k5

∂C

)
(n + 1)Ân+1+

k4(n + 2)(n + 1)
∂Ân+2

∂C
+

∂k4

∂C
(n + 2)(n + 1)Ân+2, (C.15n)

∂ĉn>0

∂E
= (k4n + k5)(n + 1)

∂Ân+1

∂E
+

(
∂k4

∂E
n +

∂k5

∂E

)
(n + 1)Ân+1+

k4(n + 2)(n + 1)
∂Ân+2

∂E
+

∂k4

∂E
(n + 2)(n + 1)Ân+2, (C.15o)

∂ĉn>0

∂κ
= (k4n + k5)(n + 1)

∂Ân+1

∂κ
+

(
∂k4

∂κ
n +

∂k5

∂κ

)
(n + 1)Ân+1+

k4(n + 2)(n + 1)
∂Ân+2

∂κ
+

∂k4

∂κ
(n + 2)(n + 1)Ân+2. (C.15p)

Finally, we take derivative of (IV.35e) as follows

∂A1

∂C
=

1
1 − α

(
u4

v4

) α
1−α

(
v4

∂u4
∂C − u4

∂v4
∂C

(v4)2

)
, (C.16a)

∂A1

∂E
=

1
1 − α

(
u4

v4

) α
1−α

(
v4

∂u4
∂E − u4

∂v4
∂E

(v4)2

)
,

∂A1

∂κ
= 0, (C.16b)

where

u5 = k3 , v5 = A0(k5)
2−α, (C.16c)

∂u5

∂C
=

∂k3

∂C
,

∂u5

∂E
=

∂k3

∂E
,

∂u5

∂κ
= 0, (C.16d)

∂v5

∂C
= A0(2 − α)(k5)

1−α ∂k5

∂C
+ (k5)

2−α ,
∂v5

∂E
= A0(2 − α)(k5)

1−α ∂k5

∂E
,

∂v5

∂κ
= 0. (C.16e)
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