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I. Project Summary

Numerical Relativity simulations play an important role in the Astrophysics community through

their ability to create templates and test specific solutions to Einstein’s Field Equations. As

Gravitational Wave Astronomy has grown over the past decades, the need for accurate and

efficient codes has grown as well. Binary Black Hole Merger simulations provide the template

needed by modern Gravitational Wave Detectors (LIGO/Virgo) to verify the integrity of detected

symbols. Improvement of these merger simulations aids both the experimental and numerical sides

of physics, as well as verifying the theoretical side. A major issue that arises from any numerical

simulation of a dynamical spacetime related to how one can uniquely determine the radiation

content. Because gravitational radiation can only be determined uniquely infinitely far from the

source, current simulations use various means to extrapolate an approximate waveform at finite

r out to r = ∞. In this work, we extend upon existing tools to perform this extrapolation using

Cauchy-Characteristic matching (CCE). CCE uses data from a Cauchy evolution of a spacetime

with radiation to generate boundary data for a second evolution, this time using Characterisitic

evolution techniques, to solve for the spacetime in the vicinity of future null infinity I +. Here, we

consider various ways of obtaining the necessary boundary data. In particular, we are interested in

finding new techniques that are more robust against various sources of high-frequency numerical

noise. We compare these new techniques with the original CCE algorithm, as well as purely

perturbative algorithms that extrapolate the waveform at finite r to r = ∞ without the use

of a second evolution step. Many of these newer methods perform just as accurately as their

predecessor, while providing evidence towards increased efficiency in storage and computation

time. Further investigation points toward the need to increase computational resolution in order

to find more significant differences between these various methods.

For our study, we considered the case of two equal-mass black holes at close separation merging



into a final larger black hole. This case is well suited for standard perturbative extraction

techniques, which allowed us to use the perturbative waveforms as an exact solution to compare

to the CCE waveforms. We found that for the low-amplitude waveform modes, the numerical

errors associated with poor resolution dominated the signals. While we did see see some evidence

that CCE produced a lower error than the perturbative extraction techniques, because the noise

dominated both signals, we could not make strong conclusions about the efficacy of CCE.

In the end, we found that a new, much more efficient, algorithm for obtaining CCE data was at least

as accurate as the older techniques (while being a factor of ∼5 faster). With this new technique,

Cauchy codes can produce CCE initial data with minimal effects on the overall runtime.
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II. Introduction

Understanding Black Holes and their influence on astrophysics is an important topic in the

astrophysics community. At the center of every galaxy is a region of dense matter, ranging in

orders of magnitude from millions to billions of times more massive than our own sun. Radiation

ranging from gamma rays up to even radio frequency is emitted from these regions. Current

models of these Active Galactic Nuclei (AGN) point solely to Super Massive Black Holes as the

source of these emissions. These black holes accumulate matter from the surrounding galaxy,

creating luminous events that we can view from earth itself. As galaxies travel through space,

they can in turn merge with one another, creating more events that lead to emissions of radiation.

Understanding the mechanics that underlie all of these phenomena is essential for continuing the

understanding of space-time itself. While we cannot observe black holes directly, we can still gain

lots of information through how they affect the region of space around them. The motion of stellar

objects and the warping of space-time itself can be observed to provide indirect evidence towards

the properties of the underlying black holes they are influenced by. Before we can understand

how all of these parts tie in together, we must first understand how black holes fundamentally

work on their own, which requires an understanding of the General Theory of Relativity.

II.1 Einstein’s theory of General Relativity

It would be beneficial to go over some basic definitions and terminology that will be used

frequently within the following paper. I will give an overview of General Relativity as well as

Gravitational Radiation, to lead into the more in depth topics discussed later on. Theoretically

speaking, space-time can be thought of as a 4 dimensional manifold M, along with a Lorentzian

metric g, which is denoted as (M, g). The metric g is a symmetric bilinear map from Tp
⊗

Tp → R,

where Tp is a tangent space of vectors. We can also expand our definition of the metric into a
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system of basic vectors and covectors:

g = ∑
µν

gµν dxµ
⊗

dxν. (1)

This form of the metric allows us to interchange coordinates, allowing transformations from a

coordinate system xµ to yα through:

gαβ(y) =
dxµ

dyα

dxν

dyβ
gµν(x). (2)

Lorentzian metrics are not positive definite, so they allow for zero length curves and vectors to

exist. These null directions are essential to the theory of General Relativity. Another important

note, is that a diffeomorphism mapping one spacetime (M1, g1) to another (M2, g2) means that the

two spacetimes are equivalent. This one to one correspondence of spacetimes leads to a coordinate

freedom in the theory, which is referred to as a gauge freedom. This ability to have corresponding

spacetimes means that we cannot have a uniquely defined spacetime, thus we will need extra

imposed conditions to really define what we mean. In essence, the theory itself describes how

matter and spacetime are related to one another. Matter curves spacetime, and at the same time

spacetime tells matter how to move. All of this is modeled through looking at local regions of

spacetime, rather than from a larger macroscopic perspective. Einstein’s Field Equations are given

as a set of tensor equations relating spacetime curvature with energy, momentum, and stress

within a system. Their general form is given by

Gµν = 8πTµν. (3)

where Gµν is the Einstein Tensor and Tµν is the stress-energy tensor. The Einstein tensor is defined

in terms of the Ricci curvature tensor Rµν, the Ricci scalar R, and the metric tensor from 3;

Rµν −
1
2

Rgµν. (4)

Combining 3 and 4 we get an expanded form of the field equations:

Rµν −
1
2

Rgµν = 8πTµν. (5)
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Due to this relationship between spacetime and matter, there are scenarios where enough matter

condensed leads to extreme curvature in the spacetime. Extreme enough that these regions cannot

’communicate’ with neighboring regions of spacetime. These conditions lead us to what are known

as Black Holes.

A single stationary black hole (stationary is the technical term for time independence) can be

completely described by three numbers: the mass, spin, and charge of the black hole. For

astrophysical scenarios, the charge is essentially zero. However, for systems of orbiting black

holes, there is no known exact solution. Such a system cannot be stationary, as the black holes

will attract each other. The acceleration of the black holes leads to the emission of gravitational

radiation. This, in turn, leads to energy loss and an inspiral and merger. The mergers of compact

objects is the primary source of observable gravitational radiation.

These regions of spacetime can be difficult to analyze, as we encounter ambiguities in coordinate

systems. Gravitational waves propagate at the speed of light, so we can distinguish these

ambiguities by looking at possible perturbations of the metric in the near field as they spread

further from the source. We expect the spacetime in these far field regions to be essentially

Minkowski (flat). A transformation/compactification of the spacetime coordinates in this regime

allows for a specific definition of "far away" regions of spacetime. Here we introduce what is

called Future Null Infinity I +. When looking at radiation that propagates out to I +, we have

a concrete definition that what we are looking at is truly wave-fronts, rather than a side effect

of gauge freedoms. This definition is based on contracting the curvature tensor with a set of 4

basis null vectors (null tetrad). The Newman Penrose (NP) formalism treats the equations of

GR in terms of Spinors. These objects require 720◦ of rotation to "return" back to their original

starting position. A single rotation of 360◦ will just negate the sign of the spinor. The vector basis

used for this formalism is a null tetrad; made up of a real null vector pair (lα, nα), and a complex

conjugate null vector pair (mα, m̄α). This formalism is suited well for describing the propagation
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of gravitational radiation. The Weyl Scalars {ψ0, ψ1, ψ2, ψ3, ψ4} contain information about the 10

independent components of the Weyl Tensor in 4D spacetime. ψ4 in physical terms represents

outgoing transverse radiation at larger distances.[1] In an asymptotically flat spacetime ψ4 can be

shown as

lim
r→∞

rψ4 = lim
r→∞

r(−ḧ+ + iḧ×) (6)

where ḧ+ and ḧ× represent the second time derivative of plus and cross polarizations for gravita-

tional radiation.

To understand gravitational radiation, we need to introduce the theory of weak linearized gravity.

In this theory, the metric gµν is thought of as the Minkowski metric plus a small perturbation

metric hµν, i.e.,

gµν = ηµν + hµν, (7)

where both the perturbation and its derivatives are small (∥hµν∥ ≪ 1, ∥∂hµν∥ ≪ 1).

This means that any square quantities of this perturbation metric and/or it’s derivatives will

essentially be zero:

hαβhµν ≈ 0,

(∂γhαβ)(∂σhµν) ≈ 0,

hαβ(∂σhµν) ≈ 0.

It is convenient to define h, which is the trace of hµν (h = ηmuνhµν), and the trace-reversed

perturbation h̄µν = hµν − 1
2 hηµν. Furthermore, one can always perform a coordinate transformation

such that

ηµν∂ν h̄µσ = 0. (8)
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In such a gauge, the Einstein equations take on a particularly simple form

∂µ∂µ h̄ρσ = −16πTρσ. (9)

For an isolated system, far from the source we can always find a coordinate system where

the perturbation falls off as hµν = O(1/r) and ∂σhµν = O(1/r2). Within this asymptotically

Minkowskian gauge (i.e., a gauge where the metric approaches diag[−1, 1, 1, 1]), the gauge can

be further refined so that the trace of hµν vanishes and ∂µhµν = 0. It is common to denote the

metric perturbation in this transverse-traceless gauge by hTT
ρσ . In this gauge, the leading order

contribution to hab is the radiation field itself (all other contributions arise at higher powers of

1/r). It can be shown that hTT
ρσ has two degrees of freedom. These two degrees of freedom are the

h+ and h× discussed above.

The interpretation of h+ and h× as radiation fields arises from the fact that freely falling test

particles will experience an apparent oscillatory tidal interaction that is directly proportional to

them.

Note that constructing the transverse traceless gauge when starting from a metric in an arbitrary

gauge is non-trivial.

II.2 Numerical Relativity

As the theoretical side of General Relativity grew through the early/mid 1900’s, it became

apparent that numerical methods would be needed to gain meaningful solutions to Einstein’s

Field Equations. Since the 1960’s there have been advancements made to even solve for correct

space-times of a single black hole. The first simulation of an orbiting binary system was done in

2005 by Frans Pretorius. [2], followed soon after this in 2006 was the Moving Puncture method

which allowed for solutions of the Einstein Equations without the need for excision or a co-rotating

shift. [3, 4]
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From these initial breakthroughs came the Lazarus Evolution Code (LazEv), which is based on

The Einstein Toolkit (ETK). ETK is an open source project useful for computational research

in gravitational and relativistic astrophysics. It is composed of over 270 components called

’thorns’, providing tools and computational frameworks for relativistic hydrodynamics, vacuum

spacetime solvers, and other initial data problems [5]. At the time of its release in 2010, the toolkit

had computing capabilities of 3D BSSN spacetime as well as the Valencia Formalism for GR

Hydrodynamics. It provided an evolution code, initial data for punctures, waveform extraction

and horizon solvers. Cactus was the name given to the computational framework, hence the

components being named thorns. Carpet provides adaptive mesh refinement capabilities to the

framework. LazEv itself is capable of simulating various useful systems in Numerical Relativity

such as Binary Black Holes mergers, 3 Black hole systems, as well as extreme cases such as

binaries with large separations or large differences between the binary masses. This led to RIT’s

gravitational waveform catalog; a useful set of templates for varying parameters in Binary Black

Hole mergers. [6] The catalog contains hundreds of quasicircular wave-forms. These wave-forms

covered various initial parameter setups, such as non-spinning, aligned spin, and precessing spin

binaries. All of these templates are useful for real world applications; primarily to line up with

actual gravitational wave detections found by LIGO; the Laser Interferometer Gravitational-Wave

Observatory. [7].

LazEv, like most other numerical code, solves the Einstein Equations using a Cauchy evolution of

initial/boundary data. Such a code cannot evolve the metric out to infinity (the main limitation

here is that if the space is compactified, the coordinate wavelength of the gravitational wave will

be unresolvable at large r). Characterisitic codes [8, 9, 10, 11, 12, 13, 14, 15, 16], use a different

technique where the metric is evolved from outgoing lightcone to outgoing lightcone (see Fig. 1).

In such a scheme, radial compatification does not affect the resolution of the waveform.

Cauchy and characteristic methods provide different routes to get gravitational radiation calcu-
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lations, while having their own respective uncertainties/errors. In Cauchy schemes, the ’3+1’

spacetime is setup into finite spacelike hypersurfaces, with an artificial spatial boundary. Gravita-

tional radiation in the form of waves can have reflective patterns at this outer boundary. Cauchy

code typically calculate the gravitational waveform by calculating ψ4 on spatial slices and extrapo-

lating to r = ∞. This technique is accurate in the perturbative regime, but has known (although

small) errors associated with it [17].

Cauchy Characteristic Extraction (CCE) is the technique of using data from a Cauchy evolution

to provide the inner boundary data for a characteristic evolution. There is no feedback from the

Characteristic evolution to the Cauchy evolution (if a feedback mechanism is provided, then this

is referred to as Cauchy-Characteristic-Matching, but no current NR code performs this yet). CCM

would provide a convergent approximation to the true analytical solutions given a of set initial

conditions [8]. While these methods have been proven to work in various relativistic situations,

they still come with their own sources of uncertainty. Boundary conditions play an important role

in this uncertainty, as much of the computational framework revolves around matching data from

regions of spacetime that are mathematically separated in this configuration.

III. Objectives

The accuracy and efficiency of algorithms within Numerical Relativity is a high priority, as high

resolution simulations of BBH mergers can take weeks if not months to get sufficient progress. The

LazEv simulations that are used to supply initial data for gravitational wave extraction techniques

such as CCE have issues at the boundaries. Low amplitude, high frequency noise is introduced

through these initial LazEv runs due to the caustic issues. From this the data fed into CCE has an

imprint of this noise, which can be easily seen in the wave-forms generated from the extraction.

The primary objective of this project is to explore various computational methods that help to

resolve the noise in generated wave-forms. In addition, I will explore the accuracy and efficiency
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Figure 1: Visualization of Cauchy Characteristic Extraction in regards to the t and r axis (θ and ϕ not shown).

The Cauchy slices with their outer boundary Ω are shown in blue. CCE data is provided on the

worldtube Γ, while initial data for the characteristic evolution is provided on the initial characteristic

slice Σ. Γ lies inside of Ω This data is then propagated out to I + through the extraction algorithm.

of these methods. Various ways of decomposing data allow for filtering of the noise, as well as

reducing the computational cost of simulating Binary Black Hole Mergers.

Our goal here is to develop methods that generalized across numerical frameworks to extract the

metric data from a Cartesian Cauchy AMR simulation to generate boundary data for CCE. To

this end, we will explore different extraction techniques, paying careful attention to numerical

errors and computational costs. Our goal is to make the extraction part of CCE both accurate and

computationally inexpensive.

Fundamentally, at each time slice, we need to obtain the metric and all of its first derivatives

(radial, angular, time) on a sphere and store that data. One major complication is that the metric

data is noisy. This stochastic noise [18] is enhanced by CCE, leading to larger high-frequency

errors in the CCE waveform than in the original Cauchy data.
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IV. Methods

We started this project using the original CCE extraction code from the Einstein Toolkit [14]. That

code decomposed the metric on a spherical shell in terms of a Chebyshev radial basis (using

Chebyshev polynomials of the second type) and a spherical harmonic radial basis. For both bases,

the actual coefficients were constructed by interpolating the metric data on a set of equally spaced

points in radius, cos(θ) and ϕ (θ, ϕ being the usual polar and azimuthal angles on the sphere) and

then performing a least-squares fit. In the sections below, we will refer to this original technique

as LS.

We explored several modifications to this procedure. First, we used the Driscol-Healy algo-

rithm [19] to decompose the metric data on the sphere in terms of a small number of spherical

harmonics. Second, we used the discrete orthogonality of the Chebyshev polynomials of the first

kind in order to construct the radial modes. Finally, we removed the radial decomposition entirely

and instead extracted both the metric and its radial derivative on a single sphere.

The end result in each case is a time series of the relevant spectral coefficients. This time series in

general lacks differentiability in time, which results in a high-frequency flip-flop mode apparent

in the higher-order modes of the waveform. We reduce the effects of this by filtering the data

through an bandwidth limited FFT. Note that this high-frquency noise, and its FFT mitigate, were

discussed in [14]

We describe these numerical methods below.

Spherical Harmonics: Given a set of angular coordinates (θ, ϕ), the Spherical Harmonics provide

an orthonormal basis for functions on the surface of a sphere. This is analogous to the Fourier

Series for a periodic function on a circle. Spherical harmonic functions are defined with a degree l

and order m:

Ym
l (θ, ϕ) := NlmeimφPm

l (cos(θ)), (10)
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where Pm
l is the associated Legendre polynomial

Pm
l (x) : (−1)m(1 − x2)

m
2

dm

dxm (Pl(x)), (11)

and Pl is the ordinary Legendre polynomial (expressed using Rodrigues’ formula)

Pl(x) :
1

2l l!
dl

dxl (x2 − 1)l . (12)

Chebyshev Polynomials for radial points When extracting each grid-function for CCE, we

decompose the signal into both radial and angular modes. For the radial modes, originally we

used the Chebyshev Polynomials of the second kind Un(x), however these polynomials do not

obey a discrete orthogonality relationship over the entire basis. Due to this we chose to use the

Chebyshev Polynomials of the first kind Tn(x), which provide orthogonality for all N Chebyshev

modes; (if N is the size of the basis):

Tn(x) = cos(n arccos x) (13)

U0(x) = 1 (14)

U1(x) = 2x (15)

Un(x) = 2xUn−1(x)− Un−2(x). (16)

It was also more efficient using the first kind polynomials, as they have an explicit trigonometric

definition. Here we are using the case of |x| < 1, since that is one of the conditions set on our

radial points already. Previously we had explicitly defined every second kind polynomial up

to the expected number of modes. Now we just have a single definition that can be used for

any value of n. The main focus of these methods is to obtain coefficient values for the Spherical

Harmonics. Data is given to these methods in the form of grid-function values over a collection of

(θ, φ) points, as well as over multiple spherical shells varying in radius. Obtaining these coefficient
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values accurately and efficiently is a main priority. A comparison of these methods is detailed

further in the Results section. (V)

Least Squares Fitting: Given a set of points x = {(θ1, φ1), . . . , (θm, φm)} and the ordered Spherical

Harmonic functions Ym
l = {Y0

0 , Y−1
1 , Y0

1 , Y1
1 , . . . Y6

6 , } (for lmax = 6) we can construct a linear system

of equations that can be solved using least squares fitting. In our CCE simulations, we end up

with function values Bi at each specific point xi in our grid. These function values can be thought

of as a summation of every Ym
l mode (that we care about) at this specific location:

Bi = ∑
l=0...6

m=−l...l

Cm
l Ym

l (xi. (17)

The Cm
l coefficients within the summation are what we want to obtain through these methods,

they represent the actual amplitude of the Spherical Harmonic basis functions that we care about.

If we were to look at every function value Bi relative to it’s equivalent basis form, we come to our

system of equations for Cm
l , relative to a predicted value for Bi which I am labeling Pi here:

Y0
0 (x1) Y−1

1 (x1) . . . Y5
6 (x1) Y6

6 (x1)

Y0
0 (x2) Y−1

1 (x2) . . . Y5
6 (x2) Y6

6 (x2)

...
...

. . .
...

...

Y0
0 (xm−1) Y−1

1 (xm−1) . . . Y5
6 (xm−1) Y6

6 (xm−1)

Y0
0 (xm) Y−1

1 (xm) . . . Y5
6 (xm) Y6

6 (xm)





C0
0

C−1
1

...

C5
6

C6
6


=



P1

P2

...

Pm−1

Pm


.

Given the above system, we are then able to approximate the values of Cm
l through Least Squares

fitting. In this case, we would have a minimization problem. Here we are trying to minimize a

squared difference χ2 given our predicted coefficients Pi:

χ2 = ∑
i
(Pi − Bi)

2 . (18)

Driscol-Healy: In an updated method for coefficient solving, we turn towards using FFT’s as well

as an integral equation that was developed by Driscol and Healy [19] For this scenario, we again
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look at the grid-function values Bi at each location point, except here we make a distinction of

looking at the points in a 2-dimensional view, rather than the 1-d flattened view as in the Least

Squares fitting case. I find it better to denote these data points Bφ
θ in this case. Given our 2-d

matrix of function values at point pairs, we then will compute the FFT of this data only in the φ

direction. At this point we now have data that represents normal θ based information, and FFT

modes in the φ direction; Bm
θ (where m represents the Fourier mode in the phi direction). From

here, we find each Spherical Harmonic coefficient through a summation equation:

Cm
l = ∑

θ

Bm
θ Wi sin(θi) dθ. (19)

Where Wi are the Driscol-Healy weights associated with this algorithm:

Wi =
4
π

nθ
2 −1

∑
l=0

(
sin((2l + 1)θi)

2l + 1

)
. (20)

Filtering in time with FFT: Originally in the SphericalHarmonicDecmomp directory there was an

FFT based program that filtered along the time dimension called fftwfilter. The hdf5 (Hierarchical

Data Format) utilities within C were less verbose and required much more under-the-hood

knowledge. To avoid future conflicts and improve readability, a Python3 version of the C code

was created. This allowed for much quicker updates to the filtering functionality as we changed

how the metric files were created and formatted. While Python is known for one of the quicker

interpreted languages, we did notice that filtering took roughly twice as long as before to finish.

Most of the issues fell back to the h5py library, with aims to recreate the hd5f functionally in Python.

Reading and writing the data sets themselves was the biggest drawback in speed, compared to

the actual filtering transformations themselves. For Fourier modes i = 1 . . . ⌊nmax/2⌋+ 1

f (x) =
1
2
[1 + er f (σ(i − kmax))] (21)

gives the filtering function for the data.
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V. Results

V.1 Preliminary Python Tests

To initially test the effectiveness of methods described in Section IV, a Python3 Jupyter notebook

was developed to compare accuracy and noise reduction between the Least Squares and Driscol-

Healy algorithms. Jupyter allows for a higher level of debugging and reuse for python scripts as

separate lines of code can be ran out of their normal order of operations. In both tests we sampled

a test function (composed of already known Spherical Harmonics) over a set of (θi, φi) points

for θi ∈ [0, π], φi ∈ [0, 2π]. Tests were done with an input signal Bi consisting of a sum of Ym
l

modes decreasing in amplitude as l and m get larger, up to a maximum of l = 6, m = 6. Uniform

random noise was added into this signal at an order of 0.1% relative to our input signal amplitude.

Noise-free tests were done initially to verify the algorithm was implemented correctly, with errors

on the order of 10−15 when solving for the original function values in both cases. In the Least

Squares case, the points were evenly spaced. However the Driscol-Healy case requires that the

theta points are staggered on both endpoints by a factor of ∆θ relative to the number of theta

points. The endpoint of 2π is also excluded for the phi points. Both of these conditions resolve

issues with the poles in this algorithm.

V.1.1 Comparing Least Squares and Driscol-Healy

In an effort to compare and contrast these two methods, I ran scaling tests varying the amount

of points in theta and phi used to sample our input functions. These scaling tests compared the

input sources Bi with the found solutions Si of both algorithms, which ideally would effectively

get rid of the random uniform noise that was introduced to the input signal. Here I used the L∞

norm relative to these input and solution vectors; max(|Bi − Si|) as my error norm.

Even though these are fabricated tests, they seem to definitely point in the direction that the
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Figure 2: A comparison of the error in the reconstructed spherical harmonic coefficient from noisy data.

The mode number of the coefficient is given on the x-axis. Here the blue curve shows the error

obtained using the original least-squares method proposed in [14], while the orange curves shows

the errors obtained using the new Driscol-Healy algorithm. A clear reduction in the effect of the

noise is apparent.

Driscol-Healy algorithm seems to be advantageous in terms of accuracy. As well as accuracy,

I even timed the scaling tests for each method, and Driscol-Healy was on average about twice

as fast as the Least Squares fitting. As well as scaling tests, I took a look specifically at the

(Nθ , Nϕ) = (42, 84) test in regards to error relative to the recovered Ym
l coefficient. In Fig. 2, we

show the error in the recovered coefficients for the different modes for the new Driscol-Healy

algorithm and the original least-squares algorithm. For this test, we see a clear reduction in the

error for the Driscol Healy algorithm. In Fig. 3, we compare the largest error in the recovery of

the coefficients versus the number of points in theta for the two algorithms. The Driscol-Healy

algorithm is superior if the number of theta points is between 15 and 100 (typical values used are

∼ 45).
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Figure 3: A comparison of the error in the reconstructed spherical harmonic coefficient from noisy data.

Here we plot the maximum error (over all recovered modes) versus the number of θ points. Here

the blue curve shows the error obtained using the original least-squares method proposed in [14],

while the orange curves shows the errors obtained using the new Driscol-Healy algorithm. With

the exception of very-high numbers of θ points, the new algorithm outperforms the original.
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V.2 CCE Results

A large portion of the CCE results were generated from Lazev runs with a setup of q = 1 (i.e.,

equal masses), χ = 0.4 (i.e., spins at 40% of the maximum allowed) and an initial separation

of d = 5M. These data sets were evolved using the LazEv code and different techniques were

used to extract the appropriate worldtube data for the subsequent CCE simulations. The original

method for generating CCE used Least Squares fitting to obtain both the Spherical Harmonic

Decomposition and the Chebyshev (using Chebyshev polynomials of the second kind) radial

decomposition. From there we updated the Chebyshev basis to the Chebyshev T polynomials

instead of the U. The Chebyshev T basis satisfies a simple discrete orthogonality condition. We

used this condition, rather than Least-Squares fitting to obtain the radial coefficients. To obtain

the spherical harmonic decomposition, we used the integration methods developed by Driscol

and Healy. The radial decomposition is actually used in CCE to obtain the radial derivatives of

the metric functions on the extraction worldtube. A natural question then is, could these radial

derivatives be obtained directly from the Cauchy code? We compare algorithms that use a full

3D decomposition (in r,θ,ϕ) of the metric in finite spherical shell to algorithms that use a 2D

decomposition the metric and its radial derivative on a fixed sphere. In the figures below, we

distinguish between these two different types of decomposition by appending either 3D or 2D the

legends.

In Figs. 4 and Fig. 5 we compare the the (ℓ = 2, m = 2) and (ℓ = 4, m = 4) modes of the CCE

waveform obtained using the original algorithm, the new Driscol-Healy + Chebyshev T algorithm,

and Driscol Healy algorithm applied to both the metric and its radial derivative. We use FFT

filtering in time on all the CCE data except the one labeled as unfiltered. From the perspective of

looking at the entire waveform, there seems to be no major differences between the two methods

in terms of the waveform accuracy. As well as this, there were comparisons made between
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Figure 4: A comparison between the full ψ4(2, 2) and ψ4(4, 4) wave forms, showing that the different methods

agree on the macroscopic level aside from a slight misalignment for the Least Squares method in

the ring down region of the wave.

FFT-filtered and unfiltered Decomposition for the Spherical Harmonics. For both the filtered and

unfiltered runs, we moved away from the Chebyshev decomposition in r, and instead directly

computed the radial components and derivatives from the Spherical Harmonics themselves. A full

plot of all four compared together is shown below in Fig. 4. As we can see, there isn’t a significant

difference in the wave-forms from a distance, it’s only when we look at specific parts of the signal

in detail that we notice variations. I focused on three specific locations within the waveform to

identify these variations; early noise due to Lazev, the largest peak at merger, and then finally the

ring-down towards the end of the signal. Once we look more carefully at each of these spots, we

can see some interesting differences between all 4 data sets. Differences between the signals were

more pronounced for the ψ4(4, 4) mode, especially noticeable during the initial parts of the signal,

as seen in Fig. 5 Even with the erratic jumping noticeable in the unfiltered radial case, it seems to

be a much better overall fit in terms of the trend of the signal; which can be seen directly through
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Figure 5: Comparisons of the initial junk radiation within ψ4(2, 2) and ψ4(4, 4). While the only noticeable

difference within ψ4(2, 2) is the unfiltered (Time FFT) data, the differences between all 4 methods

are exaggerated within the ψ4(4, 4) comparison.

the filtered radial signal. Comparatively to the older Least Squares/Chebyshev case, the newer

runs seem to have a better time smoothing out the initial noise generated by Lazev. The ψ4(2, 2)

signal only shows some slight differences at the largest peak of the initial noise, and even then

the only major difference is the back and forth jumping of the unfiltered signal. Clearly the FFT

filtering in angular modes is very beneficial for these simulation. For the peak of the merger, we

start to notice where the direct radial signal differs from the older Chebyshev decomposition. Both

the Least Squares and Driscol-Healy with Chebyshev decomposition have amplitude differences,

as well as perhaps a shift in phase, although there is not enough evidence to definitely say that it is

a phase difference. For the ring-down, there are similar variations in the signals when compared to

the merger. The amplitude and possible phase differences are apparent again between the old and

newer radial changes: It is interesting to note that the ψ4(2, 2) signal has a very apparent difference

with the original least squares signal. While there seemed to be no significant differences during
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Figure 6: A view of the largest peak during merger between ψ4(2, 2) and ψ4(4, 4). While the differences

in amplitude here are minor compared to the overall size of the wave, there still appears to be a

noticeable difference between the older Chebyshev based radial decompositions and the new direct

methods.
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the merger, there is enough of a difference by the end of the signal. Also to note is the fact that the

Driscol-Healy signal with the older Chebyshev decomposition seems to line up with the newer

direct radial signal. Aside from the amplitude differences in ψ4(4, 4) throughout the initial and

merger parts of the signal, this seems to be a part of the wave-form where the Least squares is

singled out, and the radial change is not shown to be the significant differentiator.

In certain low frequency modes such as the (2, 0) and (4, 0), we found some key differences

between the various CCE methods and the Cauchy code results that were fed into CCE. Extrapo-

lated/Rescaled waveform data from the Cauchy code seemed to deviate from the overall CCE

waveform pattern later on in the signal. As well as this, the Extrapolated data in both (2, 0) and

(4, 0) appears to not converge towards 0 (see Fig. 7). While both the CCE and Cauchy signals in

these modes contained numerical noise, it appears that we can at least conclude that the CCE and

Rescaled waveforms make more sense if we are worrying about further implications from a ψ4

signal that does not decay over time.

We conclude by noting that storing the data from the Chebyshev radial decomposition consumes

a factor of about 10 times more disk space than the decomposition of the radial derivatives.

This cost is entirely due to the number of radial points required for the former algorithm. In

total Nfields × N × Nang coefficients need to be stored for the former method. For the latter, only

2 × Nfields × Nang coefficients need to be stored.

VI. Conclusion

Each of the methods described previously led to wave-form calculations that in a general sense

’fit’ the expected profile. It was only when we look closely at these wave-forms that we notice

significant differences. The initial change of the Chebyshev basis from U(x) to T(x) provided

the same accuracy results, while providing an easier way to generate the basis, as the functions

T(x) can be computed individually as needed, instead of hard coding each U(x) polynomial, or
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Figure 7: A comparison between the various CCE methods with results from the Extrapolated and Rescaled

Cauchy waveforms. While all of the signals present are contaminated with numerical noise, it is

evident that the extrapolated Cauchy data does not seem physically valid. The data in both of these

low frequency modes for the extrapolated case would imply that an infinite amount of energy was

radiated away from the Binary Merger, which can’t be true based our current understanding of

physics.
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having to come up with a recursive definition within the code. When switching entirely away

from the Chebyshev basis to direct radial computations, initial noise in the waveform is almost

entirely removed. It is important to note that the newer direct radial computations led to increased

"jumping" in the data, however with correct FFT filtering, we arrived at a wave-form that removed

the initial junk noise, as well as the extra ’noise’ introduced with this new method. The beginning

parts of the wave-forms showed the largest deviations, while later parts (merger and ringdown)

only had slight amplitude/phase differences. From an initial testing standpoint, it appears that the

Driscol-Healy decomposition for Ym
l is superior. While there were initial tests (Driscol-Healy with

old Chebyshev basis) that contained the initial noise comparable to Least-Squares, the introduction

of the direct radial computation was by far the best choice along with Driscol-Healy. From a

computational efficiency standpoint, the direct radial computation is superior in that you no

longer need to account for a radial basis of points, the entire radial decomposition methods are

replaced with a faster, more direct method. Overall the suggested route going forward would be

Driscol-Healy decomposition in angular coordinates, direct radial component computations from

Ym
l paired with the FFT filtering to get rid of extra noise introduced. The future of these methods

can be explored by implementing them into newer computational systems. The Dendro-GR system

is a primary candidate for testing going forward. Dendro is a Numerical Relativity toolkit similar

to the Einstein Toolkit, however it has newer computational tools and methods; specifically octree

based adaptive mesh refinement (AMR). [20] Conversion of the CCE algorithm from ETK to

Dendro would be the next step in advancing the possibilities of these methods. The coupling of

AMR with the already efficient CCE algorithms could lead to much quicker total simulation times.

Currently higher resolution simulations can take weeks if not months to complete. Increased

efficiency of these simulations through AMR would be beneficial for the Numerical Relativity

community in terms of the amount of analysis able to be done in less time. As well as this, we

may be able to explore new/extreme cases of Binary Black hole mergers that were previously

22



unatainable due to computational limitations.
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