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Abstract 
 

In today’s world there is a growing uncertainty in terms of the truthfulness of what we see and hear.  

People digest a great amount of information throughout the day using their devices, yet the quality and 

credibility of content is in question. People question if we are experiencing and perceiving the same reality 

at this point.  This issue is not novel, however, it has progressed and developed to a level of realism that 

deceives people and affect their comprehension of information. Rapid technological advancement has 

raised the concern of what is referred to as “Deepfakes”, a machine learning technique that allows the 

manipulation of media content, including, videos, photographs and voice. In present time, deepfakes is 

considered as an issue that affects public trust and law enforcement, history has revealed that it developed 

and progressed with time, however we are unsure of what the future of deepfakes holds, it has a high 

uncertainty and impact on public trust and law enforcement.  

The policing sector common goal is to provide safety and security for citizens, therefore, proactive 

and reactive measures that are future oriented are important since the progression of crimes in the realm of 

artificial intelligence are accelerating. This paper aims to illustrate the future outlook for deepfakes and 

analyze its results’ using future foresight methods, including; the futures wheel, a swot analysis and scenario 

planning.  The study will also examine the complex ethical, legal, and social issues surrounding the use of 

deepfakes on the policing sector through an interdisciplinary method that draws on theories of technology, 

criminology, and future foresight. The paper will conclude by providing recommendations for mitigating 

the risks of deepfakes, while highlighting the potential opportunities for leveraging this technology to 

enhance public safety and trust. 
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Chapter 1 
 

1.1 Introduction 
 

According to Korshunov and Marcel deepfake is a technique used to manipulate or tamper with 

media content allowing users to replace the face of an individual, for instance; a famous actor or celebrity 

with someone else (2018). This involves creating videos, audio or images that appear and sound genuine. 

`in which, the process involves building a model based on datasets that contains collection of recordings, 

videos or photos of the targeted person. Deepfake technology utilizes techniques from the field of artificial 

intelligence which aims to understand human thought processes and behavior, as well as machine learning 
since it enables systems to learn from data. Deepfake has gained popularity since it has the ability to produce 

highly realistic results using data such as photos and videos; secondly its accessibility for general users due 

to its widespread availability. As Matern et al. (2019) stated it is possible to create deepfake images or 

videos without extensive knowledge of machine learning and programming. Stover (2018) also mentioned 

that deepfakes are being used to generate fabricated videos of politicians, which can contribute to the 

dissemination of news (Albahar & Almalki, 2019). 

1.2 Statement of the Problem 
 

Law enforcement is facing serious challenges due to the development of deepfakes. These 

sophisticated techniques have the ability to produce fabricated videos and images that are incredibly 

realistic making it extremely challenging to distinguish them from genuine ones. In which, has implications 

to the legal system as deepfakes can be exploited to manipulate evidence or challenge the authentication of 

evidence and potentially result in wrongful convictions. Moreover, deepfakes can be used for purposes, 

such as; manipulating electronic evidence, perpetrating scams and frauds, creating fake online identity 

distributing pornography, facilitating online child exploitation and even disrupting financial markets 

(Europol, 2022). The ramifications extend further as they could also be deployed to disseminate misleading 

information about law enforcement activities or individuals. Given these threats posed by deepfake 

technology in relation to law enforcement it is crucial for stakeholders to acknowledge these risks 

proactively and take measures to mitigate them effectively and be prepared for its future possibilities. 

 

1.3 Objectives and Deliverables  
 

This study aims to navigate the future of deepfakes; by defining the uncertainties and exploring 

factors that might impact law enforcement. For the police, it is very important to have resiliency to the 

challenges that hinders safety and security. Being prepared to tackle crimes before they happen is a key 

concept in achieving excellence in policing, by which achieving the goal of maintain safety and security is 

a top priority. The goal of this research is to highlight the possible future outcomes and to analyze the 

challenges and opportunities to mitigate risks associated with deepfakes. Additionally, this paper provides 

mitigation strategies recommendation based on the results and analysis of the used future foresight methods.  
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1.4 Limitations of the Study  
 

The study had some limitations that needs to addressed to fully understand and interpret its findings. 

The main challenge is its general scope, as the extensive nature of the research might have affected the 

specificity and relevance of the information and resulting outcomes. Additionally law enforcement, due, to 

the nature of their work and the importance of their tasks tend to be cautious when it comes to sharing data. 

Therefore, the data provided for this study may not offer a representation of the situation as the absence of 

specific data could unintentionally favor hypotheses or conclusions potentially leading to misconstrued 

interpretations or general assumptions.
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Chapter 2 - Literature Review 
 

2.1 Literature Review 
 

Photographs and videos are often used as evidence in police investigations and are submitted to 

courtrooms to resolve legal cases since they are considered reliable sources. However, increasingly 

sophisticated technology has led to the development of new video and photo editing techniques that have 

potentially made these pieces of evidence unreliable (Koopman, et al, 2018). The increase of technological 

advancements has enabled the effortless manipulation of photographic and video materials. In case this 

trend persists, it will be critical to detect photographic and video evidence before providing it in a court of 

law (Chesney & Citron, 2018). 

The term 'Deepfake' originated in 2017 on a Reddit forum by a user named 'deepfakes'. The user 

boasted about the advancements in technology that enabled the swapping of faces in adult videos using 

open-source machine learning tools, specifically with the faces of celebrities (Cole, 2017). The term 

"Deepfake" was initially coined in scholarly publications as a combination of "deep learning AI" and "faked 

imagery." (Wagner & Blewer, 2019, p.33). According to Öhman's (2020) definition, deepfakes refer to 

videos that exhibit a high degree of realism, achieved through the use of Deep Learning algorithms to 

analyze a person's face and subsequently superimpose it onto the face of an actor in a video. According to 

Afchar et al., (2018), the prevalence of video and photo manipulation and fabrication is increasing, largely 

due to technological advancements, particularly in the fields of machine and deep learning.  

Korshunov & Marcel (2018) has described “Fake News” as deliberate misinformation that is caused 

by the creation and dissemination of high-quality manipulated video content has been facilitated by recent 

advancements in automated video and audio editing tools, generative adversarial networks (GANs), and 

social media. Moreover, Yang et al. (2018) defined it as the process of generating Deep Fakes requires the 

utilization of deep neural networks to synthesize faces, which are subsequently inserted into original images 

or videos. Güera & Delp, (2018), terms Deepfake as the employment of deep learning algorithms to make 

fake photos by switching a person's face from a source image into a target image, creating a hard-to-detect 

fake image. Moreover, Maras, & Alexandrou (2019) states that Deepfake videos are the product of artificial 

intelligence or machine-learning applications that merge, combine, replace and superimpose images and 

video clips onto a video, creating a fake video that appears authentic.  

Nguyen et al., (2021) provide a more comprehensive characterization of deepfakes in their research 

article, wherein they describe these falsified media as being generated through the utilization of artificial 

intelligence and classified into three distinct categories: face-swaps, lip-sync, and puppet-masters. 

According to Nguyen et al. (2021), the process of face-swapping entails overlaying the images of a target 

individual onto the source. On the other hand, lip-syncing involves modifying the lip movements in a video 

to synchronize with an audio clip. Additionally, puppet-masters utilize videos of a target person on a 

"puppet," and the facial expressions, head, and eye movements of another individual, or the "master," to 

animate the video of the "puppet." 

An important aspect to consider is the expansion of the construct beyond facial manipulation, as Zhao et al. 

(2021) have incorporated the term in cartographic research to address manipulation in geospatial imagery. 
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Author Year Findings of Deepfakes Definition 

Korshunov 

& Marcel 
2018 

Deliberate misinformation that is caused by the creation and dissemination of 

high-quality manipulated video content has been facilitated by recent 

advancements in automated video and audio editing tools, generative adversarial 

networks (GANs), and social media. 

Yang et al. 2018 

The process of generating Deep Fakes requires the utilization of deep neural 

networks to synthesize faces, which are subsequently inserted into original images 

or videos. 

Güera & 

Delp 
2018 

Deepfake as the employment of deep learning algorithms to make fake photos by 

switching a person's face from a source image into a target image, creating a hard-

to-detect fake image. 

Maras, & 

Alexandrou 
2019 

Deepfake videos are the product of artificial intelligence or machine-learning 

applications that merge, combine, replace and superimpose images and video 

clips onto a video, creating a fake video that appears authentic.  

Wagner & 

Blewer 
2019 A combination of "deep learning AI" and "faked imagery”. 

Öhman 2020 

Videos that exhibit a high degree of realism, achieved through the use of Deep 

Learning algorithms to analyze a person's face and subsequently superimpose it 

onto the face of an actor in a video. 

Nguyen et al 2021 

Falsified media as being generated through the utilization of artificial intelligence 

and classified into three distinct categories: face-swaps, lip-sync, and puppet-

masters. 

Table 1: Progression of Deepfakes Definitions 

Table 1 illustrates the progression of deepfakes definition, in which in its early stages was more 

of a general description, but in recent papers there has been more focus at different angles and 

categorization of the issue.  

The evolution of deepfakes dates back to 1865 when an early case of face-switching is a portrait of 

American President Abraham Lincoln from around 1865. Lincoln's head has been superimposed on a print 

of John Calhoun from 1852 (Chawla, 2019).  Late in 2017, a person going by the name "deepfakes" posted 

explicit videos to the well-known website Reddit while pretending they belonged to famous actresses. On 

February 7, 2018, almost all of the online forums and subreddits associated with this widely known 

"deepfaking" technique were either deleted or banned. The software engineer who created the deepfake 

approach, according to Gardiner (2019), provided a development kit that was effective enough to enable 

consumers to produce their own modified videos. The tools and features are made available as open source 

by popular software providers like NVidia and Google (Chawla, 2019). This indicates that, even if technical 

expertise and an awareness of computational parameters are necessary for the development of a technique 

like this, most of the necessary software is already accessible to the general public for use. Once the U.S. 

Department of Defense's Defense Advanced Research Project Agency (DARPA) learned that anyone with 

basic knowledge might interfere with any visual material, the threat took on significant dimensions 

(Siekierski, 2019). A researcher at the University of Washington produced a fake video of former U.S. 

President Barack Obama in July 2017, the general public was alerted to the possible disruptive intervention 

of deep fake technology. Following that, a poor quality deep fake video of President Donald Trump advising 

Belgians to leave the Paris Climate Change Agreement was posted to social media in May 2018.  

Deepfake videos can be classified into several distinct categories; face-swapping, lip-synching, 
puppet-mastering, face synthesis, attribute manipulation, and audio deepfakes. Face-swap deepfakes 

involve the substitution of the face of the source individual with that of the target individual, resulting in 

the creation of a fabricated video featuring the target individual engaging in actions that were actually 
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performed by the source individual. Deepfakes that focus on face-swapping are commonly created with the 

intention of exploiting the fame or reputation of well-known individuals by placing them in situations they 

have never been involved in (Boylan, 2018). These deepfakes are also employed to damage the public 

image of individuals, such as in cases of non-consensual pornography (Harwell, 2018). Lip-synching-based 

deepfakes involve the manipulation of the lip movements of a target individual to align them with a 

predetermined audio recording. The act of lip-syncing is employed with the intention of portraying an 

individual speaking in a manner that the perpetrator manipulates the victim to mimic. Deepfakes are 

generated using a puppet-master technique that involves replicating the target individual's facial 

expressions, eye movements, and head motions. The objective of puppet-master deepfakes is to manipulate 

the facial expressions or entire body of the source individual in a video, with the intention of animating 

them in accordance with the impersonator's preferences (Chan et al., 2019). The procedures involved in 

face synthesis and attribute modification incorporate the generation of facial images that show a high degree 

of realism, as well as the capacity to alter certain facial characteristics. The present manipulation is designed 

with the purpose of disseminating disinformation across social media platforms through the utilization of 

fabricated user profiles. Lastly, audio deepfakes primarily center around the utilization of deep learning 

methodologies to generate the voice of a specific individual, thereby simulating the speaker uttering content 

that they have not actually articulated.  

The categorization of deep fake detection methods can be classified as either manual or automated, 

as stated by the European Union Agency for Law Enforcement (2022). The process of manual detection 

entails a labor-intensive task, which is practical only for a limited number of files, and necessitates adequate 

training to develop familiarity with all relevant indicators. Additionally, the complexity of this process 

increases by the associated human tendency to trust audio-visual material and operate from a default 

assumption of truth. Levine presents the notion of potential errors in the process of selecting files for 

inspection and conducting the inspection itself (2014). The deepfake generation models have the capability 

to produce visually convincing images, yet upon meticulous examination, these images may still exhibit 

imperfections. Several examples can be observed, as discussed by Venema and Geradt (2020). These 

include the idea of blurring around the edges of the face, the absence of blinking, the presence of light 

reflection in the eyes, inconsistencies in the hair, visible vein patterns, visible scars, and inconsistencies in 

the background, both in terms of subject and focus and depth. 

 While Automated detection refers to a system designed to scan digital content and provide 

automatic assessments regarding its authenticity. It is unlikely that such a system will attain perfection; 

however, as deepfake technology becomes more advanced, the system's ability to provide a high level of 

certainty may outweigh the need for manual inspection. Previous attempts to develop software capable of 

detecting manipulation have been made by various organizations, including Facebook (Michigan State 

University, 2022) and security firm McAfee (2020). The primary objective of these detection technologies 

is to uncover different signs of manipulation and provide an AI report that aids reviewers to assess the 

validity of the information. Deepfake detection models are typically trained using databases of deepfake 

images, as the creation tools for deepfakes require training data to accurately understand the appearance of 

a genuine individual. The understanding of manipulation indicators mostly relies on existing deepfake data, 

which has difficulties in accurately evaluating the effectiveness of identifying deepfakes created by either 

new or updated models. Furthermore, it is possible to enhance a deepfake Generative Adversarial Network 

(GAN) by incorporating updates that consider the indications identified by established detection models. 

This method seeks to modify the outputs in a way that prevents the development of these signs, allowing 

to be undetected.   

The dissemination of modified content associated with events such as actions on social media 

platforms has the potential to incite unnecessary or misplaced police intervention. Law enforcement 

agencies involved in criminal investigations may incorrectly pursue an incorrect individual as a suspect in 

a crime due to the spread of a deepfake representation of said suspect fleeing the scene of the incident, 

which subsequently gains significant popularity on various social media platforms. Deepfakes may be used 
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by people to distort visual media in an effort to portray police officers as participating in misconduct when 

they are not, undermining the authority of the law or inciting violence against policemen. Audio-visual 

evidence is widely recognized in court proceedings as a reliable and accurate representation of the events 

under investigation. The use of deepfakes has the potential for individuals to manipulate visual media with 

the intention of falsely depicting police officers engaging in misconduct, thereby aiming to undermine the 

credibility of law enforcement or instigate acts of violence against officers. The escalating skepticism 

towards authoritative figures, the employment of deepfakes and manipulated visual content has the potential 

to exert harmful influence on public sentiment. audio-visual evidence is commonly regarded as a reliable 

and accurate depiction of the events in question during legal proceedings. The authenticity of the depicted 

scene is typically not called into question, regardless of whether the file is obtained from the suspect's 

phone, acquired from social media, or obtained from the CCTV system of a nearby shop in proximity to 

the crime scene. The significance of cross-checking footage will be further heightened. According to the 

European Parliamentary Research Service (2022), the utilization of more small neural network 

architectures, coupled with advancements in hardware technology, will lead to a substantial reduction in 

both training and generation time. It is anticipated that in a few years, deepfake software will possess the 

capability to produce comprehensive deepfakes of entire bodies, execute real-time impersonations, and 

seamlessly eliminate elements within video footage. Lastly. recent advancements in algorithms have shown 

a notable capacity to achieve ever higher degrees of realism while maintaining a shorter delay. (Europol, 

2022). 

 

2.2  Main Takeaways 
 

• Genuine content like; video, photos and audio can be manipulated and superimposed 

onto other individuals, leading to deliberate false content. 

• Deepfakes can be produced by automated video and audio editing tools, generative 

adversarial networks (GANs), and social media. 

• Deepfakes are very realistic and are hard to distinguish from genuine content, leading 

to major issue of trust and authenticity.   

• Deepfakes can be generated by unskilled individuals are easy to create due to the 

availability of resources at an increasing rate. 

• Detection methods for deep fakes are necessary to validate evidence for police 

investigations. 

• Deepfakes detection can either be manual or automated, yet there are technical 

challenges in detecting deepfakes related to machine learning algorithms. 

• Deepfakes poses many challenges to law enforcement and legal proceed
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Chapter 3 - Research Methodology   

                  
Popper's (2008) Foresight Diamond presents a theoretical framework that categorizes methods 

according to their primary source of knowledge, which is derived from creativity, expertise, interaction, or 

evidence, as shown in figure 1. These domains exhibit interdependence and are not completely separate 

from each other. The study will employ qualitative methodologies to investigate its research question on the 

future of deepfakes. The methods include; a SWOT analysis, Future Wheels and the scenario planning 

method to investigate the four plausible futures of deepfakes.  

 

 

Figure 1: Foresight Methods by Popper, 2011 

 

3.1 Futures Wheel 

The Futures Wheel is a tool used to systematically organize and structure thoughts related to 

future trends and developments, as demonstrated in figure 2. The use of interconnected lines allows 

the visualization of interdependencies between causal variables and consequent factors. This 

method facilitates the generation of diverse ideas concerning potential future advancements.  

 

 

Figure 2: Futures Wheel by Glenn, 202 
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3.2 SWOT Analysis 

SWOT, which stands for internal strengths and weaknesses for the subject, while opportunities, 

and threats are external, as shown in the figure 3.  This method allows the examination of different 

variables. As well as assess subjects in a nonconventional manner to see them from multiple 

perspective.  

 

 

 

Figure 3: Diagram of classical SWOT analysis by Dean, 2019 

 

3.3 Scenario Planning 

This paper defines the driving forces that could have an impact on the future of deepfakes 

technology using the PESTLE Analysis method, in which two critical uncertainties are selected; based 

on high impact and high probability to a 2x2 axis to portray two extreme contraries, as demonstrated 

in figure 4. Four quadrants will result in different landscapes that could affect the police force with a 

description for each scenario key characteristics. The outcomes of this method conveys possible 

opportunities and challenges for each scenario to depict the future of deepfakes on the policing sector. 

 

  

 

Figure 4: 2x2 Scenario Matrix by Dean, 2019 
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Chapter 4 - Analysis and Results 

4.1  Futures Wheels  
 

First order consequences are direct implications of of deepfakes on law enforcement in which 

encompass a range of factors including the potential increase in criminal activities involving deepfakes, as 

shown in figure 5. The strategic utilization of this technology to enhance investigation methods and training 

as well as the ethical and legal concerns arising from its use. As we delve deeper into the matter we 

encounter second order consequences that naturally follow from the initial impacts observed at the first 

level. The proliferation of deepfake technology affects different domains, including; rising pressure on 

systems due to an increase in deepfake related crimes that requires specialized skills for effective law 

enforcement against such offenses. Furthermore there is an advancement in crime solving capabilities 

through investigative tools and techniques. However there is also a looming risk of misuse and public 

mistrust stemming from concerns. Moving forward to third order consequences we witness societal 

implications that gradually emerge as a result of the previous levels interconnected outcomes. These 

implications encompass areas such as legal matters the implementation of new protocols for managing 

evidence partnerships with the technology sector discussions within society prompting legislative 

modifications and a potential over reliance on technology, within law enforcement. As well as establishing 

protocols for dealing with crimes related to deepfakes and adapt policies to ensure fair resource allocation 

and create ethical guidelines that govern the use of deepfake technology in law enforcement. 

 

Figure 5: Future Wheel of Deepfakes and its impact on the policing sector 
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4.2  SWOT Analysis  
Figure 6 highlights the main outcomes of the SWOT analysis method; the sections below will 

discuss the internal strengths and weaknesses as well as the external opportunities and threats of 

deepfakes impact on the policing sector.  

 

Figure 6: SWOT Analysis of Deepfakes and its impact on the policing sector 

4.2.1 Internal: 

 Strengths 

According to the European Network of Law Enforcement Agencies (ENLETS) Deepfakes can have 

the potential to be utilized in a beneficial manner. including; deploying this technology as chatbots for 

customer and employee's communication. Moreover, object identifications using police’s artificial 

intelligence systems, within various types of media, such as; photographs, videos, and audio recordings can 

much more effective with the large datasets used for AI training. It can also help in delivering information 

to the general public through selecting the language to to individuals' preference by officers who have 

synthesized the information. Deepfakes allows strategic use of synthetic media in the context of criminal 

investigations and the methodical gathering of information with regards to  ethical considerations. 

Moreover, there are emerging prospects in enhancing the safety of witnesses and under covering police 

colleagues through various means such as training, simulated scenarios, debriefing sessions, and trauma 

processing (Synthetic Reality & Deep Fakes Impact On Police Work, 2021, P. 14). 

Weaknesses: 

The technology of deepfakes is complex and is facing rapid advancements. Law enforcement may 

face difficulties in staying aware of the most recent advancements that requires continuous training and 

investment in specialized technologies to efficiently identify and respond deepfakes. Concerns about ethical 

and legal matters are raised by the usage of deepfakes in the policing industry. Therefore, ensure that the 

use of deepfakes is in accordance with privacy legislation to protect individual rights and adhere to ethical 

principles. However, failing to adhere to this can affect public's trust and potentially result in legal issues. 

The use of deepfakes can potentially have bias and manipulation into investigation processes. If not 

subjected to diligent monitoring and strict control measures, the potential misuse of deepfakes has the 

capacity to exert influence on public perceptions, obstruct the administration of justice, and disseminate 
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false information. Hence, this could result in unjust compromised investigative processes and 

consequences. 

4.2.2 External  

Opportunities  

Law enforcement has several opportunities with the development of advanced deepfake detection 

and verification tools. In which it could enhance the capacity of individuals or organizations through 

efficient allocation of resources towards research and technology to detect, evaluate, and verify manipulated 

media, thus strengthening investigation proficiencies. The issue of deepfakes can foster the sharing of 

knowledge, expertise, and resources through collaboration with academic institutions, and technology 

companies. Moreover, collaborating with external stakeholders can have the allow collective devising and 

refining best practices, methodologies, and further echnological advancements. Deepfakes can also raise 

public awareness regarding the threats and consequences of manipulated media. The public can be equipped 

with necessary skills to evaluate digital content through public education initiatives to make them more 

resilient to combat disinformation and the erosion of trust. 

Threats 

Individuals’ perceptions of authority and the media environment is highly influenced by the the 

increasing accessibility of disinformation and deepfakes and poses many threats. Authority’s trust may be 

hindered due to the lack of people’s trust. Also, people can have societal confusion regarding the credibility 

of information sources, it is when individuals stop from having a collective understanding of reality with 

different information. This scenario is occasionally labeled as an 'information apocalypse' or 'reality apathy'. 

Individuals need to have an understanding of this manipulation and be adequately equipped to address this 

issue, in order to identify between the safe and harmful application of this technology. The increased use 

of deepfake technology has the potential to enable a range of criminal activities, such as; online harassment 

and humiliation of individuals, fraud and schemes, t document forgery, the creation of false online 

identities, non-consensual pornography, the exploitation of children the falsification or manipulation of 

electronic evidence in criminal justice inquiries, the disruption of financial markets, the dissemination of 

disinformation and manipulation of public sentiment, the reinforcement of extremist or terrorist group 

narratives, and an escalation of social unrest and political polarization (Europol, 2022). 

4.3 Scenario Planning 
4.3.1 Pestle Analysis  

The PESTLE analysis in table 2 sheds light on the impact of deepfakes, on law enforcement and 

the factors that contribute to this issue. When it comes to politics, strict regulations, international 

cooperation and investment in cutting edge technologies all play a role in maintaining privacy and 

upholding standards to effectively overcome global deepfake related crimes. From economic standpoint 

resources need to be allocated towards research, training and the development of forensic tools. Leading to 

the emergence of professional roles like deepfake analysts but also opens up growth opportunities for 

cybersecurity and artificial intelligence industries. Social factors include the distortion of public perception 

and undermining trust in the authenticity of evidence. In which, holding initiatives that promote media 

literacy enhances transparency and provide support for those affected by this issue. Technological factors 

involve staying updated with the advancements is crucial along with advocating for the use of intelligence 

solutions for detection purposes while prioritizing transparency. Legal factors are also vital to ensure 

compliance with privacy laws, consent standards, intellectual property rights restrictions and international 
legislative harmonization efforts. Lastly environmental factors include substantiality considerations such, 

as energy usage and the incorporation of eco technology that emerge from studying and developing 
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deepfake technologies. Additionally giving importance to prioritizing cybersecurity measures and 

implementing resilience methods can help reduce the risks associated with cyberattacks. 

 

Table 2: PESTLE Analysis of Deepfakes 

4.3.2 Critical Uncertainties  

The Driving forces that could possibly impact the deepfakes on the policing sector has been selected 

using the PESTLE Analysis method, as shown in table 3. The critical uncertainties were chosen based on 

two factors; their level of impact and uncertainty. Several elements in the analysis are interdependent and 

are leading to a multi-faceted uncertainty, leading to a cluster of different domains that results in either a 

high impact or a high uncertain factor. The following section will discuss each uncertainty thoroughly. 

 

 

Table 3: Critical Uncertainties of Deepfakes 
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4.3.2.1 Critical uncertainty 1: Regulatory Landscape (Stability vs Chaos)  

The effectiveness of regulations in dealing with deepfake related challenges remains uncertain. 

This uncertainty gives rise to a scenario where we can consider "Stability vs Chaos" in terms of regulations 

and legislation. In a scenario robust regulations and legislation are put in place ensuring control and 

mitigation of deepfake risks within the policing sector. However, in a scenario the absence of regulations 

and inadequate legal frameworks may lead to challenges allowing deepfakes to spread and impede law 

enforcement efforts.  

Factors influencing this uncertainty include establishing frameworks specific to deepfakes that 

comprehensively address their potential harms. Moreover, factors such, as the speed at which laws are 

enacted the coordination between jurisdictions and the ability to adapt existing laws to technological 

challenges all have an impact on how effective regulatory responses are. Stakeholder cooperation also play 
an important role in influencing the stability of regulations. In order to develop and implement regulations 

for governments, law enforcement agencies, technology companies and civil society organizations will 

need collaborate effectively. The strength of the landscape depends on their ability to bring together 

perspectives, align interests and foster collaboration. International cooperation is also vital since deepfake 

threats can exceed borders. The effectiveness of addressing these challenges depends on factors like 

countries willingness to collaborate establishing mechanisms for sharing information and harmonizing 

frameworks across jurisdictions. Policymakers and regulators awareness and knowledge regarding 

deepfake technology and will require a good understanding of the subject. Furthermore, public awareness 

and perception play a role in shaping the need to regulate deepfakes. Becoming aware of the risks associated 

with deepfakes and their potential impact on society could influences decision makers motivation to address 

challenges. Various factors, including the extent of media coverage educational efforts and campaigns to 

engage the public contribute to shaping awareness and perception. These factors in turn have an impact, on 

how regulations are made and implemented. 

4.3.2.2 Critical uncertainty 2: Technological Advancements (Growth vs Decline)  

The speed and direction of advancements in deepfake technology is all also a critical uncertainty. 

It can be represented by a scenario matrix called "Growth vs Decline " which reflects the sophistication and 

prevalence of deepfakes. In one scenario we may witness growth and advancement in technology that 

makes it more accessible while becoming harder to detect. This will have an increased challenges for law 

enforcement. In another scenario significant advancements in detection and prevention techniques could 

lead to a decline in the effectiveness and prevalence of deepfakes in the future.  

Factors that influence the speed and direction of advancements in deepfake technology, are; The 

level of investment and focus dedicated to deepfake research and development by academia, industry and 

technology companies has an impact on the speed and sophistication of progress. Factors like funding 

availability, talent procurement and collaboration play roles, in shaping the advancement of deepfake 

technology. Deepfake technology creators continuously try to outsmart developers working on detection 

methods. This competition drives innovation as counter innovation influencing how rapidly deepfake 

technology evolves. These factors include the resources and expertise, on both sides the effectiveness of 

detection methods and the adaptability of creation techniques. The accessibility of tools and techniques for 

creating deepfakes also has an impact on it progression and advancements. The availability of user tools, 

algorithms and techniques can greatly influence how widespread and sophisticated deepfake content 

becomes. Moreover, factors like open source deepfake tools, online tutorials and easy to use creation 

software all play a role in determining accessibility. Technological breakthroughs also have an effect on 

deepfake capabilities, as advancements in intelligence machine learning, computer vision and related fields 

can enhance the realism of deepfakes while making them harder to detect. In addition, breakthrough 
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research findings, technological collaborations and advancements in related fields all contribute to these 

developments. Researchers, technology companies, law enforcement agencies and policymakers’ action’s, 

against the challenges presented by deepfakes can shape the trajectory of advancements in this area. The 

development and adoption of methods to detect and counter deepfakes, along with attribution techniques 

have the potential to slow down the growth and use of deepfakes. On the hand if there is a lack of strong 

response it could allow deepfake technology to advance without constraints. The response and 

countermeasures against deepfakes are influenced by factors such as research investment, collaboration 

among stakeholders, regulatory frameworks and public awareness initiatives. 

4.3.3 Scenario Matrix  

Figure 7 illustrates the four different scenarios using the selected critical uncertainties, the 

sections below will discuss each scenario’s key characteristics, opportunities and challenges, as well as 

the recommended strategic response, it will finally give each scenario a name to help differentiate them 

and highlight the outcomes from each quadrant.  

 

Figure 7: Future of Deepfakes Scenario 

 

4.3.3.1 Scenario 1: Controlled Advancement (Growth with Stable Regulations) 

Key Characteristics 

In this scenario the continuous development and evolution of deepfake technology indicate 

its increasing level of detail and usage. However, the implementations of laws and regulations to 

effectively address the challenges that arise from this evolving deepfake landscape. Clear 

guidelines are in place to regulate the use of deepfakes in practices ensuring compliance with 

privacy laws and ethical standards. Detecting, analyzing, and combating deepfakes properly is 
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made possible by law enforcement agencies' access to the necessary frameworks and tools. A 

stable regulatory environment offers the strength and resources to effectively manage risks, 

maintain public confidence, and protect the integrity of investigations and legal procedures. Table 

4 summarize and highlights the main points discussed in the opportunities and challenges section, 

as well as the recommended strategic response.  

 

 

Table 4: Opportunities, challenges and strategic recommendation of Scenario One 

 

Opportunities  

The opportunities in this scenario are; having the capacity to support investigations by 

improving the processes and gathering evidence through the appropriate use of deepfakes. 

Moreover, capabilities for identifying and attributing deepfakes have been improved with the 

significant technological advancements. Other opportunities include ongoing progress in 

identifying and tracking manipulated media through sophisticated detection algorithms that 

provides law enforcement authorities to successfully trace back information to its origin. 

Additionally, collaboration between technology companies and law enforcement organizations 

holds promise for both parties by facilitating efforts, in creating and employing tools and 

techniques to combat deepfakes across different institutions. 

Challenges 

The challenges in this scenario are; finding the balance between addressing privacy 

concerns and effectively employing this technology. Tackling this issue requires the establishment 

of guidelines and legal frameworks that enable the use of deepfakes while protecting individuals’ 

privacy rights. Also, there is a challenge of keep using with the evolving field of deepfake 

technology and possibility the allocation resources for research and development.  

Strategic Recommendations 

In this scenario it is recommended to review and revise rules according to the 

advancements in deepfake technology to ensure effectiveness in dealing with emerging challenges. 

Additionally investing resources into research and development initiatives focused on improving 

detection methods, attribution approaches and preventive technologies is. Collaborating with 

businesses can be beneficial as their specialized knowledge and abundant resources can contribute 
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to creating technologies, for identifying deepfakes. Furthermore, establishing and enforcing 

processes that encourage transparency and accountability in using deepfakes for purposes. This 

may involve implementing reporting obligations or setting up inspection committees. 

Scenario Name 

This scenario is called "Controlled Advancement" as it depicts an advancement in deepfake 

technology while still adhering to regulations and despite the growth of deepfakes the police have 

established a framework that guarantees control and accountability. 

4.3.3.2 Scenario Two: Unregulated Proliferation (Growth with Chaotic Regulations) 

Key Characteristics 

In this scenario the rapid proliferation of deepfake technology surpasses the pace of efforts. 

The chaotic landscape created by the lack of regulations and effective legal frameworks presents 

challenges to law enforcement agencies when dealing with deepfakes. The absence of guidelines 

hinders their ability to address the risks associated with deepfakes resulting in increased 

vulnerabilities and obstacles. With control measures in place deepfakes circulate widely eroding 

trust in visual evidence and undermining the integrity of the justice system. Law enforcement 

agencies encounter hurdles in their tackling deepfake threats due to this regulatory environment. 

Table 5 summarize and highlights the main points discussed in the opportunities and challenges 

section, as well as the recommended strategic response.  

 

 

Table 5: Opportunities, challenges and strategic recommendation of Scenario Two 

 

 

 

 

Opportunities  
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The opportunities in this scenario are; increasing awareness among the public about the 

risks of deepfakes can help foster an understanding of why regulation and countermeasures are 

necessary. Also, to create regulations, innovative detection technologies, and efficient response 

methods, law enforcement agencies, legislators, and technological professionals must work 

collaboratively. The growing threat presented by deepfakes can drive innovation in detection and 

prevention technologies leading to reliable tools. 

Challenges 

The challenges in this scenario are; the lack of regulations that hinders law enforcement 

efforts to effectively tackle deepfake threats and hold offenders accountable. Further challenges 

include, doubt and erosion of trust in evidence.  The widespread circulation of deepfakes affects 

public trust in visual evidence and credibility of investigations and court proceedings. The 

increasing accessibility and sophistication of creation tools empower individuals to produce more 

deepfakes. 

Strategic Recommendations 

In this scenario it is recommended to develop and implement regulations through 

establishing regulations and legal frameworks to address the creation, distribution and misuse of 

deepfakes to ensure control and mitigation. Also, allocating resources for training officers to equip 

them with the knowledge and skills to detect, analyze and investigate deepfakes effectively. 

Moreover, fostering partnerships is essential, encouraging collaboration, between law enforcement 

and technology companies will enable the development of advanced deepfake detection 

technologies. Additionally educating the public is important, launching public awareness 

campaigns will help individuals recognize information empowering them to differentiate between 

content and manipulated deepfakes. 

Scenario Name 

This scenario is called "Unregulated Proliferation" since it portrays a situation where 

deepfake technology rapidly spreads without oversight. In which, deepfakes are being widely 

circulated and creating difficulties for law enforcement because there are no clear guidelines or 

comprehensive regulations in place. 

 

4.3.3.3. Scenario 3: Stabilized Decline (Decline with Stable Regulations) 

Key Characteristics 

In this scenario, advancements in deepfake technology have decreased, resulting in a 

reduction in the frequency and complexity of deepfakes. Due to regulations and effective 

legislation the risks associated with deepfakes are being controlled and mitigated within the 

policing sector. Law enforcement agencies can now shift their focus from dealing with deepfakes 

to addressing emerging challenges. The regulatory framework ensures that reliable evidence 

remains admissible thereby upholding the integrity of investigations and court proceedings. As 

incidents related to deepfakes become common public trust in visual evidence is gradually being 

restored. Table 6 summarize and highlights the main points discussed in the opportunities and 

challenges section, as well as the recommended strategic response.  
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Table 6: Opportunities, challenges and strategic recommendation of Scenario Three 

Opportunities 

The opportunities in this scenario are; allocating resources towards tackling emerging 

technological threats due to the decline in deepfake challenges. Also, opportunities to redirect 

resources towards emerging challenges, as the risks associated with deepfakes decrease law 

enforcement agencies can prioritize addressing other emerging challenges in different domains. In 

addition, restored trust in visual evidence due to reduced prevalence of deepfakes, as the 

occurrence of deepfakes becomes less frequent public confidence, in evidence can gradually be 

rebuilt. This contributes significantly to maintaining the integrity of investigations and court 

proceedings. 

Challenges  

The challenges in this scenario are; remaining vigilant against any lingering deepfake 

threats, despite a decrease in the dominance of deepfakes. As well as updating and adapting 

regulatory frameworks to keep up with the ever-evolving technological landscape and effectively 

tackle emerging challenges. Law enforcement could also challenges in  maintaining their expertise 

and knowledge in detecting and preventing deepfakes during periods of decreased prevalence to 

be prepared for potential resurgences or new types of threats. 

Strategic Response 

In this scenario it is recommended to consolidate and refine existing regulations and legal 

frameworks to ensure their relevance and adaptability. Additionally investing in research and 

development efforts to stay of potential resurgences or new forms of deepfake threats. 

Collaboration with institutions and industry partners can help develop advanced methods for 

detecting deepfakes by leveraging their expertise and resources. Sustaining public awareness 

campaigns remains vital to educate the public about the risks associated with deepfakes and 

strategies, for mitigating them even when prevalence declines.  

Scenario Name 
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This scenario is called "Stabilized Decline" as it represents a scenario where the use of 

deepfake technology decreases and regulations are firmly established. The name reflects the idea 

that the deepfake landscape has become more stable due to regulations resulting in a decline. 

 

4.3.3.4 Scenario Four: Fragmented Erosion (Decline with Chaotic Regulations) 

Key Characteristics 

In this scenario the prevalence of deepfake technology decreases. The lack of 

comprehensive regulations poses challenges, for law enforcement agencies. Without frameworks 

in place addressing deepfake risks becomes difficult and inconsistent. The absence of guidelines 

on creating, distributing and using deepfakes as evidence leads to uncertainties and potential 

vulnerabilities within the policing sector. While the occurrence of deepfakes diminishes, the lack 

of coherence hinders control and mitigation of the associated challenges. Law enforcement 

agencies encounter difficulties in navigating through these regulations, which could potentially 

affect the integrity and reliability of investigations. Table 7 summarize and highlights the main 

points discussed in the opportunities and challenges section, as well as the recommended strategic 

response.  

 

 

Table 7: Opportunities, challenges and strategic recommendation of Scenario Four 

Opportunities 

The opportunities in the scenario are; promote collaboration to establish regulatory 

frameworks, foster collaborative efforts with stakeholders to develop regulatory frameworks that 

can effectively address deepfake challenges across borders and ensure consistent enforcement. 

Encourage advancements in deepfake detection and attribution technologies to tackle challenges, 

foster innovation in technologies that can detect and attribute deepfakes. Other opportunities 

include; enhancing partnerships and strengthening collaborations between public and private 
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entities to collectively combat risks associated with deepfakes by leveraging their respective 

expertise and resources for more effective response strategies. 

Challenges 

The challenges in this scenario are; lack of coherence and consistency in regulations that 

hinders control and mitigation. The absence of consistent regulations, across jurisdictions can 

create obstacles in effectively controlling and mitigating risks arising from deepfakes resulting in 

an inconsistent response. The lack of coordination in frameworks can create challenges for 

enforcing laws across borders and affects the sharing of crucial information concerning deepfake 

threats.  

Strategic Response  

In this scenario it is recommended to encourage collaboration and cooperation to establish 

frameworks that harmonize legal standards to facilitate cross border enforcement efforts and to 

promote the sharing of information. Additionally allocating resources towards research and 

development initiatives focused deepfake detection and attribution technologies will help combat 

a range of deepfake threats. Moreover, strengthening partnerships between entities, private 

organizations and academia through leveraging their combined expertise.  

Scenario Name 

This scenario is called "Fragmented Erosion" since it highlights the response to deepfake 

risks which could potentially affect control measures aimed at mitigating their impact. The absence 

of a framework creates uncertainties within the policing sector leading to vulnerabilities.
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Chapter 5 - Conclusion 

5.1  Conclusion 
 

This paper has delved into the future of deepfakes and its possible implications on the 

policing sector and law enforcement. It also provided a comprehensive overview of the existing 

literature and the academic efforts to address this issue, it highlighted the definition of deepfakes, 

history, its formation, detection methods and its impact on the policing sector. Furthermore, this 

research utilized future foresight methods to illustrate the future outlook of deepfakes, the first tool 

was the futures wheel in which helped with mapping the direct and indirect consequences of the 

issue and presenting connections that can aid with decision making. Second tool was a SWOT 

analysis that studied the internal strengths and weakness, and the external opportunities and threats, 

this method allows it user to think in a counter intuitive manner that broadens one perspective and 

eventually reveal an unexpected outcome that can be considered into strategies. The third tool was 

the scenario planning, this method consisted of employing the PESTLE analysis and selecting two 

critical uncertainties that has the highest impact and uncertainty, that led to two possible 

contrasting outcomes with four possible futures of deepfakes, each scenario was analyzed in terms 

of highlighting its key characteristics, opportunities, challenges, strategic recommendation as well 

as giving each scenario a name. overall, this paper provided insight and perspective on the possible 

future outcomes of deepfakes and it recognizes its potential as threat and opportunity for the safety 

and security of citizens.  

5.2 Recommendations 
 

The study has previously discussed possible mitigation and preventive measure to tackle deepfakes, 

this section will highlight the recommendations drawn from the analysis of the methodologies used in this 

paper.   Firstly, it recommends the regular update of rules and law to regulate the use of deepfakes, as it has 

progressed and developed rapidly. In addition, it stresses on the allocation of resources and funding of 

research and development to further investigate the evolving nature of the issue. Funding can also play a 

role in providing training officers to detect deepfakes. Second, strengthening collaborations with external 

technological partners can aid in the development of innovative solutions and sharing of knowledge, the 

paper also recommends collaborations with other nations for possible global deepfakes misuse to unify a 

legal framework that can used a manual for dealing with this issue. Lastly, raising the public’s awareness 

of deepfakes can help them in its detection and the risk associated with it use, this could in turn maintain 

the trust and confidence in the police.  
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