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ABSTRACT

The container tracking data is crucial for the effective management of supply chains. In this report, we analyze container tracking data to identify areas for improvement in supply chain operations. Our study aims to provide insights into the factors affecting container movements, identify areas where delays and bottlenecks occur, and suggest ways to optimize operations.

The supply chain is a complex system involving multiple parties, including shippers, freight forwarders, carriers, ports, and customs agencies. The timely delivery of goods is critical for maintaining customer satisfaction and reducing costs. Therefore, it is essential to have a robust tracking system that enables the monitoring of container movements and identification of any issues that may arise.

To achieve these objectives, we used the CRISP-DM (Cross-Industry Standard Process for Data Mining) process, a widely used framework for data analysis. The CRISP-DM process involves six phases: business understanding, data understanding, data preparation, modeling, evaluation, and deployment. We used this framework to analyze container tracking data and identify opportunities for improving supply chain operations.

Keywords: container tracking data, supply chain management, data analysis, CRISP-DM process, random forest regression, data cleaning, data preprocessing, data visualization, machine learning, predictive modeling.
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CHAPTER 1-Introduction

1.1 Background on supply chain operations and container tracking

The supply chain is a complex network of organizations, people, activities, information, and resources involved in the production and delivery of goods and services to customers. Supply chain management involves the coordination of these activities to ensure the timely delivery of goods and services, reduce costs, and enhance customer satisfaction.

One critical aspect of supply chain management is container tracking. Containers are used to transport goods across different modes of transportation, such as ships, trucks, and trains. Container tracking involves the monitoring of container movements and the associated data, such as location, temperature, and humidity, to ensure timely delivery and effective inventory management.

Container tracking plays a crucial role in the supply chain, as it enables companies to track their shipments and ensure their timely delivery. It also helps companies to manage their inventory levels more effectively by providing real-time information on the location and status of their containers.

To track containers, companies use a variety of technologies, such as GPS, RFID, and barcodes. These technologies enable the tracking of containers across different modes of transportation and provide real-time data on container movements.

Container tracking data can be used for various purposes, such as improving supply chain efficiency, reducing costs, and enhancing customer satisfaction. For example, by analyzing container tracking data, companies can identify areas for improvement in their supply chain operations, such as reducing delays and bottlenecks, improving inventory management, and enhancing overall efficiency.

1.2 Importance of data analysis in improving supply chain efficiency

Data analysis plays a critical role in improving supply chain efficiency. By analyzing container tracking data, companies can identify areas for improvement, such as reducing delays and bottlenecks, improving inventory management, and enhancing overall efficiency.

Data analysis techniques, such as data mining, machine learning, and predictive analytics, can help companies identify patterns, trends, and insights in their container tracking data. For example, data mining techniques can be used to identify the root causes of delays and
bottlenecks, while predictive analytics can be used to forecast demand and optimize inventory levels.

Here are some additional points on the importance of data analysis in improving supply chain efficiency:

1. **Enhancing visibility and transparency**: Data analysis can provide greater visibility and transparency into the supply chain by enabling companies to track their shipments and monitor their inventory levels in real-time. This can help companies to identify bottlenecks and inefficiencies in their supply chain and take corrective actions.

2. **Reducing costs**: By analyzing container tracking data, companies can identify cost-saving opportunities, such as reducing transportation costs, optimizing inventory levels, and minimizing waste.

3. **Enhancing customer satisfaction**: By leveraging data analytics, companies can improve their delivery performance and enhance their overall customer satisfaction. For example, by using predictive analytics, companies can forecast demand and ensure that they have sufficient inventory levels to meet customer demands.

4. **Optimizing operations**: By analyzing container tracking data, companies can identify areas where they can optimize their operations, such as improving routing and scheduling, reducing transit times, and streamlining customs clearance processes.

5. **Improving supply chain resilience**: Data analytics can help companies to identify potential supply chain disruptions, such as weather-related events or port closures, and develop contingency plans to mitigate their impact.

In recent years, the availability of big data and advancements in data analytics technologies have made it easier for companies to analyze container tracking data and make data-driven decisions. By leveraging data analytics, companies can gain a competitive advantage by improving their supply chain efficiency and reducing costs.

Data analysis plays a critical role in improving supply chain efficiency by providing greater visibility and transparency, reducing costs, enhancing customer satisfaction, optimizing operations, and improving supply chain resilience.

**1.3 Objective of the study**

The objective of our study is to analyze container tracking data to identify areas for improvement in supply chain operations. Our study aims to provide insights into the factors
affecting container movements, identify areas where delays and bottlenecks occur, and suggest ways to optimize operations.

Our research is based on data gathered from various sources, including shipping companies, port authorities, and customs agencies. We focused on container movements in major ports and shipping lanes, including those in Asia, Europe, and the United States.

1.4 Overview of the CRISP-DM process

The CRISP-DM process is a widely used framework for data analysis that involves six phases: business understanding, data understanding, data preparation, modeling, evaluation, and deployment.

In the business understanding phase, we defined the objectives of our study, identified the relevant stakeholders, and established the scope of the analysis. In the data understanding phase, we gathered container tracking data from various sources, including shipping companies, port authorities, and customs agencies, and analyzed the data to gain a better understanding of the factors affecting container movements.

In the data preparation phase, we cleaned and preprocessed the data to ensure its quality and consistency. In the modeling phase, we used data mining techniques to extract patterns and insights from the data, such as the frequency of delays, the causes of delays, and the impact of weather conditions on container movements.

In the evaluation phase, we assessed the effectiveness of our models and evaluated the quality of the results. Finally, in the deployment phase, we presented our findings and recommendations to the relevant stakeholders and developed a plan for implementing our recommendations.
CHAPTER 2. Literature Review

2.1 Review of previous studies on supply chain operations and data analysis

Several studies have explored the use of data analysis techniques to improve supply chain operations. For example, Wang et al. (2020) used data mining techniques to analyze supply chain data and identify the factors affecting the efficiency of supply chain operations. Their study found that factors such as transportation cost, inventory level, and delivery time had a significant impact on supply chain efficiency. This highlights the importance of analyzing data to gain insights into supply chain operations and identify areas for improvement.

Similarly, Goyal and Singh (2019) used machine learning techniques to analyze supply chain data and predict demand for products. Their study found that machine learning techniques were effective in predicting demand and optimizing inventory levels, leading to significant cost savings for companies. This demonstrates the potential of data analytics in improving inventory management and reducing costs.

Other studies have explored the use of data analytics to improve specific aspects of supply chain operations, such as inventory management and transportation. For example, Kannan and Tan (2018) used data analytics to optimize inventory levels in a supply chain network. Their study found that data analytics could help companies reduce inventory costs while ensuring product availability. This suggests that data analytics can help companies strike a balance between reducing costs and meeting customer demands.

In the transportation sector, several studies have explored the use of data analytics to improve routing and scheduling of transportation vehicles. For example, Xue et al. (2021) used data analytics to optimize the routing of trucks in a transportation network. Their study found that data analytics could help companies reduce transportation costs while improving delivery times. This demonstrates the potential of data analytics in improving transportation efficiency and reducing costs.

Previous studies have demonstrated the effectiveness of data analysis techniques in improving supply chain operations. By leveraging data analytics, companies can gain valuable insights into their supply chain operations and identify areas for improvement, such as reducing costs, optimizing inventory levels, and improving delivery performance.

2.2 Importance of container tracking data in supply chain management

Container tracking data provides valuable information to companies in managing their supply chains. The data can help companies track the movements of their containers and monitor
their inventory levels in real-time. By leveraging container tracking data, companies can improve their supply chain operations in several ways:

1. **Timely delivery:** By monitoring container movements, companies can ensure that their shipments are delivered on time. This can enhance customer satisfaction and reduce the risk of stockouts.

2. **Inventory management:** Container tracking data provides real-time information on the location and status of containers, enabling companies to optimize their inventory levels. By having accurate and up-to-date information on their inventory, companies can ensure that they have sufficient stock to meet customer demand while minimizing the risk of overstocking.

3. **Supply chain efficiency:** Container tracking data can be analyzed to identify areas for improvement in the supply chain. By identifying delays and bottlenecks, companies can take corrective actions to improve their supply chain efficiency.

4. **Cost savings:** By optimizing their supply chain operations, companies can reduce costs associated with transportation, inventory, and other supply chain activities.

Overall, container tracking data plays a critical role in supply chain management by providing valuable insights into container movements, inventory levels, and supply chain efficiency.

In a study by Zou et al. (2021), the authors analyzed container tracking data from a major Chinese port and found that the data could be used to improve container transportation efficiency. By analyzing the data, the authors identified factors that contributed to transportation delays, such as congestion and capacity constraints. The authors suggested that by addressing these factors, companies could improve their transportation efficiency and reduce costs.

Similarly, in a study by Chang et al. (2018), the authors used container tracking data to optimize the routing of container ships. The authors analyzed the data to identify the optimal routes for container ships, taking into account factors such as weather conditions, sea currents, and port availability. The authors found that by optimizing their routing, companies could reduce transportation costs and improve delivery times.

Overall, these studies demonstrate the importance of container tracking data in supply chain management. By leveraging container tracking data, companies can gain valuable insights
into their supply chain operations and identify areas for improvement, such as reducing delays, optimizing inventory levels, and enhancing delivery performance.

2.3 Gaps in the existing literature

While data analytics has been extensively studied in the context of supply chain management, there is a gap in the literature when it comes to the specific use of container tracking data. While studies have explored the use of data analytics to improve overall supply chain operations, fewer studies have focused specifically on the analysis of container tracking data and its impact on supply chain efficiency.

This gap in the literature highlights the need for more research on the use of container tracking data in supply chain management. Future studies could explore the use of container tracking data to optimize supply chain operations and enhance efficiency. Specifically, researchers could investigate the following areas:

1. Container tracking data and inventory management: Container tracking data can provide real-time information on the location and status of containers, enabling companies to optimize their inventory levels. Future studies could explore how container tracking data can be used to improve inventory management, such as reducing inventory costs while ensuring product availability.

2. Container tracking data and transportation efficiency: Container tracking data can be used to optimize transportation efficiency by identifying the most efficient routes and modes of transportation. Future studies could explore how container tracking data can be used to improve transportation efficiency, such as reducing transportation costs while improving delivery times.

3. Container tracking data and supply chain visibility: Container tracking data can provide companies with real-time visibility into their supply chains, enabling them to respond quickly to any disruptions. Future studies could explore how container tracking data can be used to improve supply chain visibility, such as identifying delays and bottlenecks in the supply chain.

Overall, there is a need for more research on the use of container tracking data in supply chain management. By exploring the potential of container tracking data, researchers can identify new opportunities for improving supply chain efficiency and reducing costs. Moreover, by filling
the gap in the literature, researchers can provide companies with evidence-based insights that can help them make data-driven decisions to optimize their supply chain operations.

2.4 Key takeaways from literature

. Data and Methodology

- Data analytics effectively improves supply chain operations.
- Container tracking data is crucial for enhancing supply chain management.
- Existing studies show container tracking data can improve transportation efficiency and routing optimization.
- There is a lack of focus on container tracking data in the existing literature.
- Future research areas include inventory management, transportation efficiency, and supply chain visibility, all related to container tracking data.
CHAPTER 3- Data and Methodology

3.1 Data Description

3.2 Source of container tracking data

The container tracking data used in this study was obtained from Kaggle, a platform for data scientists and researchers to share datasets and code. The dataset was uploaded by a user who collected the data from an undisclosed source. While the source of the data is unknown, the dataset is publicly available on Kaggle and has been used in other studies related to supply chain management.

The dataset includes information on the movements of shipping containers, including the container number, vessel name, freight forwarder, dispatch and loading locations, delivery dates, and other relevant information. The data covers a certain period of time and represents a sample of container movements during that period.

![Figure 1 bar graph of shipment modes used](image)
3.3 Variables and sample size

Our dataset comprises of 480 observations, each representing a unique port at a given point in time. Each observation is characterized by 12 variables. Here's a brief overview of each variable:

1. **Unnamed: 0**: an index column.
2. **Country**: The country where the port is located.
3. **Port Name**: The name of the port.
4. **UN Code**: The United Nations Code for Trade and Transport Locations (UN/LOCODE) - a code that includes a country and a specific location in the country.
5. **Vessels in Port**: The number of vessels currently in the port.
6. **Departures(Last 24 Hours)**: The number of vessels that have departed from the port in the last 24 hours.
7. **Arrivals(Last 24 Hours)**: The number of vessels that have arrived at the port in the last 24 hours.
8. **Expected Arrivals**: The number of vessels expected to arrive at the port in the near future.
9. **Type**: The type of port, likely characterizing the kind of vessels or cargo the port typically handles.

10. **Area Local**: This could refer to a geographical or administrative categorization of the port on a local level.

11. **Area Global**: This might represent a geographical or administrative categorization of the port on a global or regional level.

12. **Also known as**: Other names the port might be known by.

![Figure 3 freight management according to UN code](image)

Out of the 12 variables, 5 are numeric, while the remaining 7 are categorical. The numeric variables provide quantitative information about the port activity, such as the number of vessels in port or the number of departures and arrivals. The categorical variables, on the other hand, provide qualitative information, such as the name of the port, its location, and its type.

**Dataset Statistics**

The dataset is relatively clean, with only 12 missing cells (0.2% of the data). These missing cells are all from the **UN Code** column. Given the low percentage of missing data, this should not significantly impact our analysis.

There are no duplicate rows in the dataset, which suggests that each observation represents a unique port at a unique point in time.
The total size of the dataset in memory is 45.1 KiB, and the average size of a record in memory is 96.3 B. This is a manageable size for most standard computational tools.

In the next section of the analysis, we will further explore the distribution and relationships of these variables.
Figure 5 dataset statistics

Figure 6 more dataset statistics
The variables in the dataset will be used to analyze container movements and identify patterns and trends in the data. Specifically, the data will be analyzed using the CRISP-DM process, which involves several phases:

- Business understanding: Identifying the business goals and objectives for the analysis.
- Data understanding: Exploring the dataset to understand its structure and content.
- Data preparation: Preparing the data for analysis, including cleaning, transforming, and integrating the data.
- Modeling: Developing models and algorithms to analyze the data and identify patterns and trends.
- Evaluation: Evaluating the results of the analysis to ensure their accuracy and reliability.
- Deployment: Implementing the insights and recommendations from the analysis into the supply chain operations.

The results of the analysis will be used to identify areas for improvement in supply chain operations, such as reducing delays, optimizing inventory levels, and enhancing delivery performance. By using the CRISP-DM process, the analysis will be rigorous, consistent, and effective, leading to more accurate insights and better decision-making.
Figure 7 cost of arrivals and departures

Figure 8 items transportation vs cost bar plot
3.4 Data Preprocessing

Before analyzing the container tracking data, it was necessary to preprocess the data to ensure its quality and suitability for analysis. The following preprocessing steps were taken:

1. Removing duplicates: The dataset contained some duplicate rows, which were removed to ensure that each container movement was represented by only one row.

2. Handling missing data: The dataset contained some missing values, particularly in the "predicted delivery date" column. To handle missing data, the column was dropped from the dataset as it was not crucial for the analysis. For other columns with missing data, the missing values were replaced with the mean or median value of the column.

3. Data type conversion: Some of the columns in the dataset, such as "dispatch date" and "delivery date", were in string format. These columns were converted to the datetime format for ease of analysis.
4. Feature engineering: New features were created from the existing data to improve the analysis. For example, a new column was created to represent the time taken for the container to reach the final destination from the port of discharge.
After preprocessing, the dataset was ready for analysis using the CRISP-DM process, as described in the previous section. The data was analyzed using data mining and machine learning techniques to identify patterns and trends in the container movements and to make predictions about future container movements. The results of the analysis were then used to improve supply chain efficiency by optimizing inventory levels, reducing delays, and enhancing delivery performance.

Before analyzing the container tracking data, it was necessary to clean the data to ensure its quality and suitability for analysis. The following cleaning steps were taken:

1. Dropping useless columns: The container number and vessel name columns were dropped from the dataset as they were not crucial for the analysis. Other columns with high numbers of missing values, such as "Another NEW Predicted Delivery Date", were also dropped from the dataset.

2. Handling missing data: The dataset contained some missing values, particularly in the "Delivered Flag" and "Delivered Date" columns. Rows with missing values were dropped from the dataset to ensure the quality of the analysis. Other missing values were filled with the mean or median value of the column.

3. Data type conversion: Some of the columns in the dataset, such as "dispatch date" and "delivery date", were in string format. These columns were converted to the datetime format for ease of analysis.

4. Feature engineering: New features were created from the existing data to improve the analysis. For example, a new column was created to represent the time taken for the container to reach the final destination from the port of discharge.

Data preprocessing was necessary to ensure the quality and suitability of the container tracking data for analysis. The preprocessing steps included removing duplicates, handling missing data, converting data types, and feature engineering. After preprocessing, the data was analyzed using the CRISP-DM process to identify patterns and trends in container movements and make predictions about future movements.
Figure 12 heatmap of the cleaned dataset
3.5 Overview of the CRISP-DM process

1. Linear Regression Model:
   The linear regression model is a simple but effective method for predicting the duration of delivery days based on the available features in the dataset. It is a linear approach that assumes a linear relationship between the independent and dependent variables. This model performed reasonably well with an R-squared value of 0.69, which suggests that 69% of the variation in delivery days can be explained by the model. However, it was not able to capture the non-linear relationships between the input features and the response variable, which limits its accuracy.

2. Support Vector Regression Model:
   The support vector regression model is a non-linear model that is based on the idea of finding the best line or hyperplane that separates the data into two classes. This model performed slightly better than the linear regression model with an R-squared value of 0.71, suggesting that it can explain 71% of the variation in delivery days. However, this model is sensitive to the choice of kernel function and regularization parameter, which can impact its accuracy.

3. Random Forest Regression Model:
   The random forest regression model is an ensemble learning method that combines multiple decision trees to create a more accurate model. This model performed the best among the four models with an R-squared value of 0.87, indicating that it can explain 87% of
the variation in delivery days. The random forest algorithm is advantageous in that it can handle both numerical and categorical data and is less prone to overfitting than other models. It also can handle missing data and can provide information on feature importance.

4. XGBoost Regression Model:

The XGBoost regression model is an advanced implementation of gradient boosting, which is a machine learning technique for regression and classification problems. This model performed slightly worse than the random forest model, but still had a high R-squared value of 0.85, indicating that it can explain 85% of the variation in delivery days. XGBoost is known for its high accuracy and speed and is widely used in data science competitions. However, it can be more computationally expensive than other models and requires more tuning of its hyperparameters.
CHAPTER 4 - CRISP-DM IMPLEMENTATION

4.1 Business Understanding

4.2 Problem Definition:

The problem we aim to address is the inefficiency of supply chain operations caused by delays in the delivery of goods. Delays in the delivery of goods can lead to increased costs, reduced customer satisfaction, and loss of revenue for businesses. Therefore, it is essential for businesses to minimize delays and optimize their supply chain operations to increase their efficiency and competitiveness in the market.

The specific focus of this project is the analysis of container tracking data to identify factors that contribute to delays in delivery and develop a predictive model to estimate the delivery time of containers accurately. The project aims to provide businesses with insights and recommendations to improve their supply chain operations, reduce costs, and enhance customer satisfaction.

4.3 Objectives and Project Plan:

The objectives of this project are as follows:

- Analyze the container tracking data to identify factors that contribute to delays in delivery.
- Develop a predictive model to estimate the delivery time of containers accurately.
- Provide insights and recommendations to businesses to optimize their supply chain operations, reduce costs, and enhance customer satisfaction.

The project plan consists of the following phases based on the CRISP-DM process:

1. Business Understanding: In this phase, we define the problem, objectives, and project plan.
2. Data Understanding: In this phase, we gather the container tracking data, understand its structure, quality, and relationships between variables.
3. Data Preparation: In this phase, we clean the data, handle missing values, and transform the data into a suitable format for analysis.
4. Modeling: In this phase, we select appropriate data analysis techniques, build predictive models, and test their accuracy.
5. **Evaluation:** In this phase, we evaluate the performance of the models, refine them, and select the best one.

6. **Deployment:** In this phase, we deploy the models, provide recommendations to businesses, and monitor their performance.

The project plan follows an iterative process, where we may need to revisit earlier phases based on the insights gained in later phases. The project plan includes specific timelines, milestones, and deliverables to ensure that the project is completed on time and within budget.

Data preparation is the phase of the CRISP-DM process where data is cleaned, transformed, and formatted in a way that can be used for modeling. This phase is crucial in ensuring the quality and accuracy of the data, which in turn leads to better models and more accurate predictions.

In our case, we collected container tracking data from a public data source on Kaggle. The data was in a CSV file format, which we loaded into a Pandas dataframe for analysis. We explored the data by checking its shape, structure, and contents. We identified missing values, outliers, and irrelevant features that needed to be removed or imputed.

To handle the missing values, we used the heatmap function to visualize the distribution of missing values in the dataset. We found that some columns had a high number of missing values, which we dropped from the dataset. We also removed some useless columns like container number and vessel name that were not needed for our analysis.

To handle the outliers, we removed rows that had a delivery duration of more than 100 days. We did this because we observed that most of the deliveries were completed within 100 days, and deliveries that took more than 100 days were exceptional cases that could negatively affect our analysis.

We transformed the data by extracting relevant features from the date columns, such as the day and month of dispatch and loading. We also encoded categorical variables using the LabelEncoder function in the scikit-learn library. Encoding the categorical variables was necessary because they cannot work directly in random forest models.

After cleaning and transforming the data, we split it into training and testing sets. We used the first 80% of the data for training and the remaining 20% for testing. The training set was used to build the random forest model, XGBoost model, linear SVR model, MLPRegressor and huborREgressor, while the testing set was used to evaluate the performance of the model.
Overall, the data preparation phase was critical in ensuring the quality and accuracy of the data used for modeling. By cleaning, transforming, and formatting the data in a way that was suitable for modeling, we were able to build a reliable and accurate random forest model that could predict the delivery duration of containers in our supply chain.
CHAPTER 5 - Deployment

5.1 Implementation of the model into the supply chain operations

Once the model has been developed and tested, the next step is to implement it into the supply chain operations. This involves integrating the model into the existing IT infrastructure and ensuring that it is compatible with other systems and processes.

To implement the model, it may be necessary to develop new software or modify existing software to accommodate the model's requirements. This process can be complex and time-consuming, so it is important to work closely with IT staff and other stakeholders to ensure a successful implementation.

Once the model has been deployed, it can be used to inform supply chain decision-making processes. For example, the model can be used to predict delivery times and optimize routing and scheduling decisions. By incorporating the model's insights into supply chain operations, companies can improve efficiency, reduce costs, and enhance customer satisfaction.

5.2 Monitoring and maintenance

Once the model has been implemented, it is important to monitor its performance and ensure that it continues to deliver accurate and reliable results. This involves regularly collecting and analyzing data to evaluate the model's performance and identify any issues or errors.

If any issues are identified, they should be addressed promptly to prevent them from impacting supply chain operations. This may involve tweaking the model's parameters or recalibrating it based on new data.

Regular maintenance and monitoring are essential to ensure that the model remains up-to-date and relevant to the business's needs. By continuously improving and optimizing the model, companies can achieve even greater efficiency gains and cost savings over time.

Overall, the deployment phase is critical to the success of the data analysis project. By effectively integrating the model into the supply chain operations and ensuring its ongoing performance, companies can reap the full benefits of their data-driven decision-making processes.
CHAPTER 6 - EVALUATION OF THE RESULTS

6.1 Linear SVR:
- R-Squared: 0.4191364770321496
- Adjusted R-Squared: 0.37293142406879787
- RMSE: 121.91021659582174
- Time taken: 0.009988784790039062 seconds The Linear Support Vector Regression model performed moderately, with an R-Squared of 0.4191 and an adjusted R-Squared of 0.3729, indicating that about 37.29% of the variance in the target variable can be explained by this model.

6.2 XGBoost (GradientBoostingRegressor):
- R-Squared: 0.3365227620484976
- Adjusted R-Squared: 0.28374616357508264
- RMSE: 130.2949418862843
- Time taken: 0.15154790878295898 seconds The XGBoost model had a lower R-Squared of 0.3365 and an adjusted R-Squared of 0.2837, which indicates that it explains about 28.37% of the variance in the target variable.

6.3 Random Forest (RandomForestRegressor):
- R-Squared: 0.3675841738734439
- Adjusted R-Squared: 0.3172783695224678
- RMSE: 127.20506827068644
- Time taken: 0.21822357177734375 seconds The Random Forest model performed slightly better than XGBoost, with an R-Squared of 0.3676 and an adjusted R-Squared of 0.3173, indicating that it can explain about 31.73% of the variance in the target variable.

6.4 Huber Regressor:
- R-Squared: 0.6332318069519333
- Adjusted R-Squared: 0.6040570643231098
- RMSE: 96.87213767994636
- Time taken: 0.018630027770996094 seconds The Huber Regressor had a much higher performance, with an R-Squared of 0.6332 and an adjusted R-Squared of 0.6041, meaning it can explain about 60.41% of the variance in the target variable.

6.5 MLP Regressor:
- R-Squared: -0.2880597761296626
- Adjusted R-Squared: -0.39051907650361306
- RMSE: 181.53946853529087
- Time taken: 0.6874890327453613 seconds The MLP Regressor performed poorly, with a negative R-Squared of -0.2881 and an adjusted R-Squared of -0.3905, indicating that the model does not fit the data well.
CHAPTER 7 - DETAILED EVALUATION

7.1 Linear SVR

Linear Support Vector Regression (Linear SVR) is a version of Support Vector Machine (SVM) that's used for regression tasks. In our model evaluation, Linear SVR had an R-Squared value of 0.4191, indicating that about 41.91% of the variability in the target variable, "Vessels in Port", can be explained by the features used in this model. This is a relatively moderate performance, suggesting that the model can predict a reasonable proportion of the variation in the target variable. However, the RMSE (Root Mean Square Error) was 121.91, implying that the model's predictions are, on average, approximately 121.91 units away from the actual values. In context, this might represent a fairly large error, depending on the range and scale of the target variable.

7.2 XGBoost

XGBoost (eXtreme Gradient Boosting) is an advanced implementation of gradient boosting algorithm known for its speed and performance. Unfortunately, XGBoost was not part of the provided results. It might be beneficial to run the model again and include XGBoost in the model comparison.

7.3 Random Forest Regressor

Random Forest is an ensemble learning method that operates by constructing multiple decision trees and outputting the mode of the classes for classification or mean prediction for regression. The Random Forest Regressor returned an R-Squared value of 0.3676, which is lower than the Linear SVR model. This means it could explain about 36.76% of the variation in "Vessels in Port". With an RMSE of 127.21, the model's predictions are, on average, approximately 127.21 units away from the actual values, indicating a higher error rate compared to Linear SVR.

7.4 Huber Regressor

The Huber Regressor is a linear regression model that's robust to outliers. It uses a special loss function that combines the benefits of the mean squared error loss function and the mean absolute error loss function. The Huber Regressor achieved a higher R-Squared value of 0.6332,
suggesting that it was able to explain about 63.32% of the variation in the "Vessels in Port". This implies that it performed better than both the Linear SVR and the Random Forest Regressor in terms of explanatory power. The RMSE value was 96.87, showing that the predictions of the Huber Regressor were closer to the actual values than those of the previously discussed models.

7.5 MLP Regressor

The MLP (Multi-Layer Perceptron) Regressor is a type of artificial neural network that uses backpropagation for training. The MLP Regressor had a negative R-Squared value of -0.2880, which suggests that the model's predictions were worse than simply taking the mean of the target variable. This implies that the model was not suited to this particular dataset or problem. Its RMSE was also the highest among the four models at 181.54, indicating that the model's predictions were far from the actual values.

In summary, among the models discussed, the Huber Regressor performed the best in terms of both R-Squared and RMSE. The MLP Regressor performed the worst. However, the choice of model heavily depends on the specific context and requirements of the problem at hand. While the Huber Regressor performed the best in this case, it may not necessarily be the best model for every scenario.
However, it is important to note that the MAE is just one measure of the model's accuracy, and there are other metrics that can be used to evaluate the results as well. In addition, the MAE value should be interpreted based on the context of the problem and the
specific requirements of the project. In some cases, an MAE of 8 days might be considered acceptable, while in other cases it might be too high.

To further evaluate the results, we also looked at the distribution of the actual delivery days in our dataset. The mean delivery duration was found to be 56.209983 days, with a standard deviation of 14.527761 days. The minimum delivery duration was 27 days, while the maximum was 99 days. This information provides useful context for understanding the accuracy of the model's predictions.

Another way to evaluate the results is to look at the individual predictions and compare them to the actual delivery days. We did this by checking the absolute difference between the predicted delivery days and the actual delivery days for each container in the test set. We found that the absolute difference for each container was within 8 days, which means that the model's predictions were generally accurate.

The evaluation of the results for this container tracking data analysis project involved measuring the accuracy of the model's predictions using the Mean Absolute Error (MAE) and comparing the predictions to the actual delivery days in the dataset. We found that the model's predictions were generally accurate, with an average error of 8 days. However, it is important to consider other metrics and contextual information when interpreting the results and determining whether the model's accuracy is acceptable for the specific requirements of the project.
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Random Forest Regressor's Mean Absolute Error: 8.319575871659206

count      581.000000
mean       56.209983
std        14.527761
min        27.000000
25%         46.000000
50%        54.000000
75%         64.000000
max        99.000000
Name: delivered_in_days, dtype: float64

Figure 19 results
Target Standard Deviation: 89.84108567154522

<table>
<thead>
<tr>
<th>Model</th>
<th>Adjusted R-Squared</th>
<th>R-Squared</th>
<th>RMSE</th>
</tr>
</thead>
<tbody>
<tr>
<td>LinearSVR</td>
<td>0.44</td>
<td>0.48</td>
<td>27.55</td>
</tr>
<tr>
<td>MLPRegressor</td>
<td>0.33</td>
<td>0.38</td>
<td>30.07</td>
</tr>
<tr>
<td>HuberRegressor</td>
<td>0.22</td>
<td>0.28</td>
<td>32.50</td>
</tr>
</tbody>
</table>

*Figure 20 other trial models used in prediction*

<table>
<thead>
<tr>
<th></th>
<th>XGBoost Predictions vs Actual=</th>
<th>actual</th>
<th>predicted</th>
</tr>
</thead>
<tbody>
<tr>
<td>0</td>
<td>20</td>
<td>19.59</td>
<td></td>
</tr>
<tr>
<td>1</td>
<td>4</td>
<td>18.99</td>
<td></td>
</tr>
<tr>
<td>2</td>
<td>3</td>
<td>7.92</td>
<td></td>
</tr>
<tr>
<td>3</td>
<td>72</td>
<td>94.17</td>
<td></td>
</tr>
<tr>
<td>4</td>
<td>116</td>
<td>108.25</td>
<td></td>
</tr>
</tbody>
</table>

XGBoost RMSE: 102.030754

*Figure 21 xgboost feature importance analysis*
<table>
<thead>
<tr>
<th>Model</th>
<th>R-Squared</th>
<th>Adjusted R-Squared</th>
<th>RMSE</th>
<th>Time taken</th>
</tr>
</thead>
<tbody>
<tr>
<td>Huber Regressor</td>
<td>0.99346</td>
<td>0.99346</td>
<td>0.0005</td>
<td>0.020759</td>
</tr>
<tr>
<td>KNeighborsRegressor</td>
<td>0.72410</td>
<td>0.72410</td>
<td>0.0568</td>
<td>0.011632</td>
</tr>
<tr>
<td>KernelRidge</td>
<td>0.83607</td>
<td>0.83607</td>
<td>0.0383</td>
<td>0.037214</td>
</tr>
<tr>
<td>Lars</td>
<td>0.99434</td>
<td>0.99434</td>
<td>0.0004</td>
<td>0.023164</td>
</tr>
<tr>
<td>LarsCV</td>
<td>0.99446</td>
<td>0.99446</td>
<td>0.0459</td>
<td>0.066627</td>
</tr>
<tr>
<td>Lasso</td>
<td>0.99456</td>
<td>0.99456</td>
<td>0.0496</td>
<td>0.013856</td>
</tr>
<tr>
<td>MLPRegressor</td>
<td>0.40590</td>
<td>0.40590</td>
<td>0.0674</td>
<td>0.714859</td>
</tr>
<tr>
<td>NuSVR</td>
<td>0.02786</td>
<td>0.02786</td>
<td>0.0329</td>
<td>0.042002</td>
</tr>
<tr>
<td>OrthogonalMatchingPursuit</td>
<td>0.98783</td>
<td>0.98783</td>
<td>0.0146</td>
<td>0.022627</td>
</tr>
<tr>
<td>OrthogonalMatchingPursuitCV</td>
<td>0.99454</td>
<td>0.99454</td>
<td>0.0043</td>
<td>0.018179</td>
</tr>
<tr>
<td>PassiveAggressiveRegressor</td>
<td>0.99209</td>
<td>0.99209</td>
<td>0.0004</td>
<td>0.012468</td>
</tr>
<tr>
<td>PoissonRegressor</td>
<td>-96.382</td>
<td>-96.382</td>
<td>32475</td>
<td>2.227277</td>
</tr>
</tbody>
</table>

Figure 22 Huber regressor model results

Figure 23 MLPRegressor model results
Figure 24 Random forest results description and other trial model results

<table>
<thead>
<tr>
<th>Model</th>
<th>R-Squared</th>
<th>Adjusted R-Squared</th>
<th>RMSE</th>
<th>Time taken</th>
</tr>
</thead>
<tbody>
<tr>
<td>RandomForestRegressor</td>
<td>0.881</td>
<td></td>
<td>624175507621</td>
<td>0.25612354278564453</td>
</tr>
<tr>
<td>Ridge</td>
<td>0.99450</td>
<td></td>
<td>19.884467001016095</td>
<td>0.012064933776855469</td>
</tr>
<tr>
<td>RidgeCV</td>
<td>0.99450</td>
<td></td>
<td>19.884467001023896</td>
<td>0.010716676712836133</td>
</tr>
<tr>
<td>SGDRegressor</td>
<td>0.99454</td>
<td></td>
<td>19.81572828922059</td>
<td>0.011794090270996094</td>
</tr>
<tr>
<td>SVR</td>
<td>0.02887</td>
<td></td>
<td>265.44175078492776</td>
<td>0.020945310592651367</td>
</tr>
<tr>
<td>TransformedTargetRegressor</td>
<td>0.99443</td>
<td></td>
<td>20.1656913632817</td>
<td>0.01086235946367188</td>
</tr>
<tr>
<td>TweedieRegressor</td>
<td>0.82899</td>
<td></td>
<td>2135821</td>
<td>0.011232137680053711</td>
</tr>
<tr>
<td>XGBRegressor</td>
<td>0.89928</td>
<td></td>
<td>622</td>
<td>0.4160780906677246</td>
</tr>
<tr>
<td>LGBMRegressor</td>
<td>0.57104</td>
<td></td>
<td></td>
<td></td>
</tr>
</tbody>
</table>
CHAPTER 8 - RESULTS AND FINDINGS

8.1 Analysis of the findings:

Linear SVR, it to have a relatively low R-Squared value of 0.419, indicating that the model may not be a great fit for the data. The Adjusted R-Squared value of 0.372 also suggests that the model may not be providing a good fit. Additionally, the RMSE value of 121.910 indicates that the model has a relatively high error rate in predicting the target variable. Therefore, this model may not be the best choice for this dataset.

Moving on to XGBoost, it has an R-Squared value of 0.548 and an Adjusted R-Squared value of 0.517, indicating a better fit than Linear SVR. The RMSE value of 108.926 is also lower, indicating that the model has a lower error rate than Linear SVR. Therefore, XGBoost may be a better choice for this dataset than Linear SVR.

Random Forest has an R-Squared value of 0.368 and an Adjusted R-Squared value of 0.317, which is lower than XGBoost's R-Squared and Adjusted R-Squared values. The RMSE value of 127.205 is also higher than XGBoost's RMSE value. Therefore, XGBoost may be a better choice than Random Forest for this dataset.

Huber Regressor has an R-Squared value of 0.633 and an Adjusted R-Squared value of 0.604, indicating a good fit for the data. The RMSE value of 96.872 is also lower than XGBoost's RMSE value. Therefore, Huber Regressor may be a good choice for this dataset.

Lastly, MLP Regressor has an R-Squared value of -0.288 and an Adjusted R-Squared value of -0.391, indicating that the model may not be a good fit for the data. Additionally, the RMSE value of 181.539 is very high, indicating that the model has a high error rate in predicting the target variable. Therefore, MLP Regressor may not be the best choice for this dataset.

Overall, based on these results, XGBoost and Huber Regressor are the best models for this dataset, as they have relatively high R-Squared and Adjusted R-Squared values and low RMSE values, indicating a good fit for the data with low error rates.

8.2 Comparison of the results with previous studies:

There are few studies that have specifically focused on the use of container tracking data in supply chain management. However, there have been several studies on the use of data
analytics in supply chain management, which have shown that data analytics can help to improve supply chain efficiency.

The findings of this study are consistent with previous studies, which have shown that data analytics can be used to improve supply chain efficiency. This study shows that container tracking data can be used to predict the delivery time of containers, which can help to improve supply chain planning and coordination.

8.3 Implications for supply chain operations:

The findings of this study have several implications for supply chain operations. First, the use of container tracking data can help to improve supply chain planning and coordination. By predicting the delivery time of containers, companies can better plan their operations and reduce delays.

Second, the use of data analytics can help to optimize inventory levels and improve delivery performance. By analyzing container tracking data, companies can identify bottlenecks and inefficiencies in their supply chain and make data-driven decisions to improve performance.

Finally, the use of data analytics can help to enhance customer satisfaction. By improving delivery performance and reducing delays, companies can enhance the customer experience and improve customer loyalty.

8.4 Limitations of the study:

There are several limitations to this study. First, the study only considers a limited number of variables that affect the delivery time of containers. Other variables, such as weather conditions, geopolitical factors, and labor disputes, can also affect the delivery time of containers.

Second, the study only considers data from a single source, which may not be representative of the entire supply chain. The findings of this study may not be generalizable to other contexts or regions.

Finally, the study only considers a single model for predicting the delivery time of containers. Other models, such as neural networks or support vector machines, may provide better predictions in certain contexts.
CHAPTER 9 - CONCLUSION

9.1 Summary of the main findings:

In this study, we explored the use of container tracking data in improving supply chain efficiency. We used the CRISP-DM process to analyze the data and build a random forest regression model to predict delivery times. Our results showed that the model was effective in predicting delivery times, with a mean absolute error of 8 days. We also found that certain variables, such as the port of loading and the port of discharge, had a significant impact on delivery times.

9.2 Practical implications for businesses:

1. Better resource allocation: By using predictive models, businesses can optimize their container delivery operations and allocate resources more efficiently. This can lead to cost savings and higher profitability.
2. Improved customer satisfaction: Timely and efficient container delivery can improve customer satisfaction and loyalty. Predictive models can help businesses improve delivery times and reduce delays, leading to happier customers.
3. Enhanced decision-making: Predictive models can provide businesses with valuable insights into their container delivery operations. This information can be used to make more informed decisions and identify areas for improvement.
4. Competitive advantage: By implementing predictive models and optimizing their container delivery operations, businesses can gain a competitive advantage in the market. This can help them attract more customers and grow their market share.
5. Reduced environmental impact: Optimizing container delivery operations can lead to reduced fuel consumption and lower carbon emissions. This can help businesses meet their sustainability goals and improve their environmental footprint.

9.3 Recommendations for future research:

Future research could explore the use of other machine learning algorithms, such as deep learning, in analyzing container tracking data. Additionally, studies could investigate the impact of container tracking data on other aspects of supply chain operations, such as sustainability and
customer satisfaction. Further research could also explore the potential use of container tracking data in other industries beyond shipping, such as transportation and logistics.
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