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Abstract

Kate Gleason College of Engineering

Rochester Institute of Technology

Degree: Doctor of Philosophy Program: Microsystems Engineering

Authors Name: Simon Peter Shipkowski

Advisors Name: Dr. Isaac Perez-Raya

Dissertation Title: A Novel Analytic Linear Interface Calculation and Its Use in

Computational Fluid Dynamics for Enhanced Multiphase Modeling

Interfacial modeling is of widespread interest in manufacturing, imaging, and scientific applica-

tions. Presented here is an interfacial reconstruction method designed for use in Computational

Fluid Dynamics (CFD) simulations of nucleate boiling, yet it is more broadly applicable. Nu-

cleate boiling is vital in current and emerging technologies due to the high heat transfer at low

temperature.

A challenge for multiphase CFD simulation with phase change mass flux is the competing

interests of quality mass transfer conservation, resolution of interfaces, and computational

time/power. This Piecewise Linear Interface Calculation-Analytic Size Based (PLIC-ASB)

method was developed to mitigate this problem in the volume of fluid simulation method so

that all three ends could be achieved simultaneously.

Research consisted of a cyclical process of testing in an expanding parameter space to ensure

improvement to the PLIC-ASB, the CFD simulation, or the testing itself. This parameter space

includes data from: theoretical, numerical, and empirical sources; interface methods, and op-

tions (e.g. gradient methods); integration routine sensitivity analysis, and alternate software

instantiation.

The main findings are: (1) the PLIC-ASB yields high levels of accuracy that converge to theo-

retical and empirical results as the mesh size is refined. The relative error reduction tends to be

over 70% compared to the relevant industry standard. (2) The PLIC-ASB exceeded the design

parameters. Symbolic formulation converts easily to code and its exactness permits a sharp

interface. (3) The PLIC-ASB was less prone to error due to gradient method changes.
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vint Fluid velocity at the interface (m/s)

x Cartesian x coordinate (m)

y Cartesian y coordinate (m)

z Axial coordinate (m)

α Thermal diffusivity (m2/s)

α1 Volume fraction, phase-1

α2 Volume fraction, phase-2

α
,inv Volume fraction, invariant form

β Interface displacement constant (m2/s)

δ Microlayer thickness (m)

ϵ Density ratio

η Microlayer axial coordinate (m)

Γ Mass flux per unit contact line length (kg/s-m)

µ Dynamic viscosity (Pa-s)



NOMENCLATURE xxii

ν Kinematic viscosity (m2/s)

ϕ distance from LS cell to interface (m)

ρ Density (kg/m3)

ρl Liquid density (kg/m3)

ρv Vapor density (kg/m3)

σ Surface tension (N/m)

θ Angle from vertical boundary (rad)

φ Apparent contact angle (rad)

ξ Microlayer radial coordinate (m)

ad Adsorbed film

c Cell

cl Contact line

l Liquid

lv Liquid-vapor interface

mic Microlayer

sat Saturation

v Vapor

w Wall



Chapter 1

Introduction

Quantification, measurement, and reconstruction processes through computational means is the

primary direction of this research. These processes have been conducted in computational fluid

dynamics and related data processing with interest in the boiling phenomenon. The improve-

ment of numerical simulations thereof by means of advancing and testing simple user defined

functions has been the focus. By simple, the exclusion of higher-order fits and approximation

methods is intended and the use of symbolically expressed functions with analytic solutions is

also intended.

Utilizing computer modeling to explain experimental observations enables a pathway to further

increasing the performance of multiphase flow applications [23]. Computational methods must

represent both anticipated phenomenology per available data and be consistent with represent-
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ing these outcomes via a proper mechanistic application. This is to say if no application of the

mechanistic relations is used to represent available data a simulation is maybe just an animation.

At the same time proper application of the physical theories which results in a disconnect from

data without an understanding of the source of these difference is also not very useful.

Computational methods have been proposed to allow computer modeling to capture funda-

mental transport mechanisms in multiphase flows. Successful methods employ traditional dis-

cretization techniques, analytical mathematics, and numerical methods that can be implemented

by the community at large. The present work improves computer modeling of multiphase

flows by proposing a Piecewise linear interface calculation – analytical size-based (PLIC-ASB)

method to accurately calculate interface surface area within a computational cell; this in turn,

enhances mass transfer calculations by resolving the related local interfacial attributes.

Piecewise Linear Interface Calculation (PLIC) is the general type of any calculation that uses a

linear interface to represents the interface in a computational cell. This general form of interface

calculation is piecewise if no continuity condition is imposed at the cell to cell boundary.

Multiphase simulation is a challenging field due to the many degrees of freedom involved. The

interface of two phases is a mechanically complicated arrangement. Adding in heat and phase

changing mass transfer, and the matter is even further complicated. Due to the complexity there

is a degree of reliance on the existing platforms and the need to customize to the particulars

of a research interest. The use of partition function type mechanics in developing a system

of individual particles (as some simulations do) can be misleading in that the behavior of the
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interface shape at macroscopic sizes is of interest in much of CFD and not in those simulation.

As some prior results are included, some portions of the author’s prior related publications have

been adapted to the introduction and background so as not neglect any salient detail.

In the CFD multiphase research community it is the need to a great number of calculations

which are kept in balance as they are approximations or estimations. It can be too easily left

off here with an understanding that it is a matter of cpu and real world time that is all that

limits the highest quality simulations. In some sense that is true, yet there the purpose of

advancing theories and algorithms is not simply stretching the envelop a few percent. There

is a mechanical metaphor commonly used to explain the computational solving algorithm, a

damped spring. An under damped spring could be like a high powered computer without a

good algorithm, although it quickly approaches the solution it is not well controlled. An over-

damped spring is like an excessive algorithm, it has no chance of missing the solution at the

expense of time. The perfectly damped system balances resources to elegantly solve as quickly

as possible. This metephor is nice, but as it only points to how this complex problem is where

balance and nuance are needed for advancement.

Currently, computer simulations employ effective methods to realistically model multiphase

phenomena. Osher and Sethian [77] proposed the Level-set method (LS) interface tracking

method, and Hirt and Nichols [41] proposed the Volume-of-Fluid (VOF) interface tracking

method. The LS and the VOF methods are widely employed techniques to track interfaces in

multiphase modeling. Brackbill et al. [4] proposed a continuous surface force (CSF) model that
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is a pillar in modeling fluid behavior in multiphase flows. Gibou et al. [33, 34] described the

ghost fluid method that effectively includes the interface saturation temperature by fixing the

temperature of the interface-cells based on the interface location and temperature. Wayner et

al. [127,128,129] developed a theoretical model to determine the local heat transfer coefficient

in a liquid film that often appears in boiling simulations to account for microlayer effects. These

methods are shown useful and viable when they are realistic (explain experimental findings and

extend to multiple use cases) and suitable for community application.

Utilizing mechanistic-based modeling continues to advance understanding of experimental re-

sults and increases predictive capacity. Proposed methods have contributed to identifying mi-

croscale characteristics and to accurately predict the overall performance of heat transfer sys-

tems [23, 56]. Dhir et al. [7, 114, 115, 133] utilized LS interface tracking and proposed a micro-

layer modeling approach to simulate boiling and identified the bubble growth and heat trans-

fer mechanisms at various operating conditions, including high heat fluxes and microgravity.

Stephan et al. [40, 60, 61, 88] simulated multiphase phenomena (nucleate boiling and droplet

impingement) and proposed a microlayer model to identify the heat transfer in the solid heated

plate. Bardia and Trujillo [10] modeled the effect of pressure on the saturation temperature

and identified the contribution of inertia forces on bubble growth and heat transfer. Sato and

Ničeno [97, 98, 99] performed supercomputer modeling to predict the pool-boiling curve for a

heat sink with micropillars. Yazdani et al. [136] performed advanced 3D simulations of flow

boiling in microchannels and numerically estimated the boiling curve. Although progress has
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been made in the predictive power and overall performance of boiling and heat transfer simula-

tions through the accurate representation of multiphase phenomena at the interface level, there

remains open space for new methods that will improve this correlation with experimental find-

ings due to causality. These methods will enable simulations to explain observed enhancement

mechanisms [55].

Methods used for interface area calculation tend to be a tradeoff of performance, computational

expense, and implementation complexity. The empirical coefficients method [15, 62, 138] is

notable for being informed by experimental results. As such, it can be tuned to coincide with

data however, it lacks the capacity for resolving fine details of the interface at any particular

point. Beside a reasonable bulk estimate of an otherwise known setup it is lacking. The VOF

gradient method [28, 59, 102] can resolve sharp interfaces and more details, however it remains

an estimate. It is sensitive to the gradient method used for its calculation and is prone to a degree

of systemic error requiring a skilled researcher to overcome. This error is due to the method

being an approximation based on calculus results. This means that a gradient method which

only uses one-cell-step difference will yield good results usually, however tearing and interface

artifacts will present without additional preventative measures such as use of the segregation

method (see methods section). The interface reconstruction method [14,35,141] offers the best

outcomes however there is not enough details in the literature to recreate these results and of

the details given it is complicated.

Other methods used to simulate interfaces in CFD where multiphase mass transfer is an integral
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component, include: nodal or marker [42, 71, 100], mesh refining or mesh-gradient [79], and

interface-centric techniques such as the level-set technique [8, 30, 89]. The nodal and mesh re-

fining techniques are roughly just methods to use more computational power in the previously

mentioned tradeoff balance as they refine the mesh (increase power/time) for better results al-

beit in a systematic way. In the specific case of Youngs’ algorithm [71], reconstructing thin

strands below the cell size as a notable feature for application specific use. Interface-centric

techniques may have outstanding results for interface quantification with the challenges of user

complexity, imprecise mass transfer, and entire simulation methodology differing than that be-

ing presented here. More will be detailed in the Background section, but the challenge to the

user is in setting a simulation or problem geometry for these methods (at least generally). The

imprecise mass conservation comes in from re-initialization methods or geometric limits, and

the simulation methodology refers to the classification of Lagrangian versus Eularian methods.

Coupled methods of Level-set and VOF have been offered as well [16,113,122] with promising

results and relying on researcher implementation.

Although there are all of the above methods and many others, an interface calculation which

can yield a sharp interface, does not disrupt strict mass conservation, all while not requiring out

of the ordinary computational power and or an intensive user implementation process had not

presented, at least not with any fitting notoriety. Presented here is the method that meets these

requirements. The PLIC-ASB method, which is not only able to meet all of the aforementioned

challenges, thus making it an ideal option for a default PLIC method in standard use for mul-
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tiphase VOF simulation schemes with mass flux, but this method is a computationally simple

algorithm as well. Without any reliance on iterations or approximations the equivelent linear

interface size within a given cell can be determined as a function of the volume fraction of the

cell in question and that cell’s normal vector (or, the volume fractions of the surrounding cells)

as the only argument in the computational function. These two latter parts are essentially equiv-

alent through the application of the gradient. As the solution is analytical, it is theoretically

validated. Further evidence of its validity will be given by its results in this document. This

is not the end of the story however in the software validation and verification process. Further

verification of the algorithm was performed on a hand selected samples and a few test cases

in ANSYS-Fluent, such as circular static or growing bubbles and other more advanced multi-

phase geometries. The results indicate an order of magnitude of improvement in most cases of

relative error from VOF gradient methods that use identical arguments in their computational

functions. Taking identical arguments without adding computational complexity or expense

makes the implementation of this method on a reasonable choice. These data are presented as a

running narrative of the document, with results on pertinent cases. In contrast, other corrections

to the problem have had expensive interpolative methods and complex programming barriers

to their implementation. These higher order corrections may be easy for some to understand,

but they can also be a complete impediment or at least a wonder-wall challenge for inexperi-

enced early researcher. The PLIC-ASB method presented here is useful beyond simulations in

the multiphase heat transfer area of research. However boiling related interests are emphasized

with specific notes on how the given item relates to or motivates simulation-experimental set
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ups, as boiling research is the most pertinent to the continued contribution of this research and

our motivation for the foundational publication on the subject for other researchers.

1.1. HYPOTHESIS AND OBJECTIVES

The goal of this body of research is to advance through examination and testing, a novel

method for calculating interfacial area in the Volume of Fluid (VOF) computational Fluid

Dynamics (CFD) scheme. This research should address the lack of such a method.

Design Standards

The method will be size of accuracy, implementation-simple, computationally reasonable,

and a mass conserving.

That also will have a comprehensive implementation description.

For details on the design of the method please see section 3.1.3.

1.1.1. Hypothesis

The Hypothesis:

These following items have a direct 1:1 connection to the testable objectives is used to

confirm or deny the hypothesis.
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1. The design standards will be met

Method must be size of accuracy, implementation-simple, computationally rea-

sonable, and a mass conserving.

2. Functionality will be verified

Computational verification to test its argument data (input) for program errors

and that the method is calculating as reported mathematically (output)

3. The validity will be shown

The developed method will improve interface size accuracy averaging to at least a

one-half reduction in amount of error across comparative testing by the available

methods used in its place. Specificlly the VOF gradient method as interface re-

constrution methods are not available in the literature. This represents a compar-

ison with the state of the art mass conserving technique. Simulations compared

with theoretical values.

4. Evidence for consistent improved accuracy will be found.

The developed method will agree with theoretical and empirical data, and reduce

the VOF gradient error rate significantly (by one-half).

1.1.2. Objectives

The Objectives of this Body of Research:
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1. Develop a VOF interface calculation method that meets these Standards:

More accurate than comparable alternatives (see below)

Able to produce a sharp deformation free interface

Easy to implement

Insensitive to discrete gradient (normal vector calculation)

Computationally fast

2. Test the developed calculation method to Verify functionality on:

Simple case inputs (user error detection) Here, after initial by hand data testing

is done, large scale data is used where no errors should be found to detect if there

are strange function input data being generation rarely.

All possible inputs (method error detection) Here, after being more confident

in the form of the input the method is tested on all forms of data and including the

shapes that have extreme features inorder to find if bad output can be found that is

unanticipated.

3. Test developed calculation method to Validate on:

Shapes of known sizes

Time dependent simulations(adiabatic)

4. Use the developed calculation method in trial of Accuracy against comparable

VOF gradient method:

Static shapes

Time dependent simulations (adiabatic)
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Time dependent simulations with empirical confirmation (non-adiabatic)

Simulations of Increased complexity (heated wall)
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Chapter 2

Background

This Background section includes details on the phenomena associated with the simulation/ex-

periments that are of interest. As the use of numerical and computational methods in approach-

ing engineering and science questions is growing with the constant advancement of computa-

tional technology the disconnect between the simulations/experiments that are done and why

can easily grow due to the constraints imposed by specialization.

2.1. FUNDAMENTALS BOILING

Boiling is a process of phase change governed by the nature of the intermolecular forces

of the medium of interest. As molecules of this medium of interest for phase change are

of large quantities the potential between each molecule (i.e. the net attractive and repul-

12



Background

sive forces) and each other molecule would be needed to be taken into account for an

exact theory based on just those forces. The result from summing over all these numerous

contributions is the concept behind partition functions where the Lennard-Jones potential

is used as the potential energy for each individual molecule, which is often used as a start-

ing point to understand these material dynamics at the level of molecular-bulk interplay

before application specific corrections are applied.

Building up from fundemental constituent parts may work eventually, but it is rarely the

best route. For this reason, a research must consider at what level there is need to in-

quire. Depending on the research concerns in a given system the method of reseaarch will

become more evident as specific models for understanding a medium’s nature have cor-

risponding levels of interest interaction and interst in mind. The vapor pressure, chemical

potential, Gibbs free energy, or equation of state may be the descriptive model used to

understand the mediums behavior (See section 2.1.3 for more on these items) however

bulk measurement may be far more useful. With this in mind these following items help

inform the use of simulation methods.

The primary motivation for the use of nucleate boiling in heat transfer engineering ap-

plications is the ideal heat flux for values of wall superheat in the range of the saturation

temperature (see fig 2.1). For temperatures slightly above the saturation temperature large

heat flux is found provided the boiling remains in the nucleate regime and does not cross

over into film boiling. Nucleate boiling is when bubbles are actively forming and depart-

13



Background

ing allowing for liquid to mostly remain in contact with the heat transferring substrate,

whereas film boiling occurs when a layer of vapor prevents liquid contact with the sub-

strate thus reducing the rate of heat flux for the same temperature.

Additionally, this near saturation temperature is maintained at the boundary provided val-

ues at or below Critical Heat Flux (CHF) are accommodated insofar as for slight increases

of temperature there is a correspondingly much larger heat flux which may have a restor-

ing capacity. CHF is a process where the maximum amount of heat flux between the

interface and the boiling medium is taking place so that any more heat flux will cause

a boiling crisis [119, 120] where the medium will surpass the Leidenfrost point. At this

point, there is a layer of vapor between the interface of heat transfer and the boiling

medium (composed of the boiling medium). This is because at the Leidenfrost point the

heat transfer was more than nucleate boiling could maintain leading to a constant vapor

or dry out of the surface. This in turn means that the surface has less than ideal heat flux

characteristics. The previous combination of liquid dense liquid-conduction and bubble

induced mixing is lost. Now vapor-convection and radiative processes account for all

of the heat transfer. Proportionally the amount of heat transfer at a given temperature

performance is also reduced. In a realistic system, energy (relating to heat) rather than

temperature on its own is more likely to be the maintained parameter or run in excess for

that matter. The interest in maintaining the maximum heat dissipation while also never

risking CHF is why engineering methods to extend the CHF value for a given setup or
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form a control a system to prevent CHF are areas of research interest.

Heat flux drops considerably outside of the nucleate boiling regime. This is in part ex-

plained by the changing characteristics of the boiling type (Nucleate changing to Film)

however is this sufficient? The enthalpy of vaporization, a crucial factor in the heat is

still present. This seems to suggest that the liquid contact and mixing effect of repeatedly

forming and moving bubbles is also crucial to the enhancement nucleate boiling enjoys.

That is the loss of conduction and mixing are responsible. This interpretation misses that:

1.) The rate of mass-phase change is NOT held constant. 2.) Any vapor convective com-

ponent in the film boiling regime is unlike a normal circulating convective effects such

that a radiative process of heat transfer is now the dominant path to the near exclusion of

others. The heat transfer can be expected to follow the heat equation where the gap of

vapor further degrades the performance.

If the heated surface, or wall super heat, becomes too much for the liquid to dissipate with

nucleate boiling the boiling regime changes to film boiling. Film boiling cannot maintain

the same level of heat flux that nucleate boiling can so in practical applications where

energy (heat) is of concern rather than temperature this leads to the boiling crisis known

as passing Critical Heat Flux (CHF). From here the wall superheat will become a

If there is a heat generating device that uses boiling to dissipate said heat, the runaway

problem of film boiling is now evident, however, heat is not in endless supply. The reverse

process also takes places and finds a sudden drastic increase in heat flux as the transition
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Figure 2.1: The Figure depicts the isobaric boiling curve. The heat flux q is given as a function

of the heated surface (wall) temperature θ above the saturation temperature (wall superheat).

Temperature is given logarithmically. Heat transfer is shown to be maximized with minimal

temperature difference in the nucleate boiling regime PQ. For increasing temperature, point

Q is CHF and R is the Leidenfrost point of stable film boiling. RS, requires over an order of

magnitude increase in superheating for similar levels of heat flux to those of the nucleate boiling

PQ [125].

out of film boiling occurs. Fig. 2.2 shows the CHF phenomena moving from film boiling

to nucleate boiling with a droplet as the subject.

Progress in understanding more about the boiling process leaves even more areas of com-

putational and experimental research available to pursue. Despite the growth in fields

such as optics, instrumentation/detectors, and image processing, the boiling process still
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Figure 2.2: This figure displays the reverse of the CHF-Liedenfrost-film boiling transition.

From left to right: a droplet in stable film boiling, once the heat flux is low enough the vapor

can cool the heated surface enough for short-lived liquid contact which further cools it (center)

until CHF is reached from the high temperature side (right) and nucleation begins [58].

holds secrets where techniques new and old are pursuing similar lines of inquiry [74].

Measuring phenomena associated with boiling and other two-phase heat transfer appli-

cations is made difficult by the multiple phase boundaries which are not set at perfect

straight angles. These phases indexes of refraction can be to close or too far from unity

for easy optical access. This is to say that if the index of refraction for water was identical

to air it would permit perfect transparency, yet it would also be invisible. Conversely that

the air and water vapor are very close in index of refraction, yet liquid water ( 1.3) is close

to eyeglasses ( 1.5) means that the arrangement of bubble systems are akin to deciphering

a series of lenses. Add to this that any further measurement interference with lab appara-

tus, electro-contact sensor probes, or acoustic devices having potential to cause changes

in the underlying physics, and it is a difficult field of study at the microscale.
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This is the benefit and hindrance of adding computational science to the loop of under-

standing the boiling process. In its benefit: the promise of access to the inaccessible and

to its hindrance: and expectation of a leap from mechanistic correspondence akin to what

computation has done for lithography.

2.1.1. Boiling Motivation

Boiling phenomenon is of great use for industrial processes as it is the highly effective

way of transferring heat due to the enthalpy of vaporization [125]. Additional aspects

of interest include controlled volumetric multiphase or rheological applications, and

vapor generation. These include functional/additive printing, combustion, and power

generation respectively. Increasing understanding of the fundamental mechanisms and

leveraging the same are tied together with engineering in these pursuits as phenomeno-

logical research likewise feeds into the state of the technology. Established and lever-

aged mechanisms supported with computational research include: transport phenom-

ena [83], microcavity/nucleation departure [64], and use of microchannels [51, 63].

There are different sub-regimes of boiling that are of consideration in bulk flows, how-

ever of the main divide, nucleate boiling vs film boiling, nucleate boiling is the one

which is being discussed here because it shows a fully developed process of boiling

that can be properly quantified offering the greatest rate of heat transfer at the lowest

temperature. Furthermore, due to the phase change, the boundary temperature is es-
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sentially constant for a boiling mediated heat transfer process (provided the heat flux

is within an accommodatible range).

One other capacity that is offered in the use of a boiling process is the physical trans-

port of the boiling medium in heat exchangers. Although flow boiling is an obvious

example of this, pool boiling can accomplish a similar end. A heat exchange circuit of

the boiling water is used for a thermonuclear power plant reactor core which is phys-

ically transported to the steam generating water. In computer/server cooling, a circuit

of incoming water can be routed to the heatsinks for chip cooling [57] and is part of

the ongoing International Roadmap for Devices and Systems (IRDS) [2]. Solar con-

centrators also move the medium (water) through the system [26, 121, 134]. Theory

based experiments have lead to advances such as:

2.1.2. Condensation the Counter Part

This Subsection is offered almost as a vignette for perspective, particularly in how

systems which include a boiling process often contain a condensing process though

this may be overlooked as such by researchers from either perspective especially where

only one phase change process in the system circuit is limiting or close to limiting.

The condensation process is useful in a variety of industrial applications. These range

from gaining fresh water through desalination or directly from even seemingly dry air
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sources. Cooling air for living in AC units or goods in refrigeration. Considering the

primary topic of boiling addressed in this work, condensation can be the counterpart

in an overall system phase change recycling system. Just as in others mentioned where

condensation is optimized; condensation devices used where the boiling process is

more likely to drive performance include open water reclaiming devices for steam op-

erated units such as turbines or closed reclaiming devices such as where boiling is used

to dissipate heat so maintaining the medium (e.g. water) near saturation temperature

permits maximized rate of heat transfer potential for a given condition system.

In a similar if not analogous way to nucleate boiling having the ideal characteristics for

the boiling process, dropwise condensation, where droplets form and then roll away

due to gravity (orientation contingent). Dropwise condensation is energetically most

ideal compared to film condensation. Surface functionalization can alter properties

overall or in selective/patterned ways. The along with the thermal properties of a ma-

terial used in condensing, wettability (the droplet contact angle) is often of primary

concern as this will change the approximate characteristic departure size of a droplet.

A water droplet on a vertical surface usually can grow to 3 mm before it loses equi-

librium, but the larger or smaller sizes depending on specifics of the interface and

therefore can be engineered for the conditions.

In further investigation promoting or inhibiting departure. and keeping the dry surface

free also alter a system towards an engineered ideal. Understanding the exact temper-
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ature distribution has been considered as a means to quantify fine differences, hence

thermography, direct optical investigation of triple-phase contact line, and morphol-

ogy. Miljkovic et al. [73] shows how the microsystem effects can be so powerful as to

combine in somewhat surprisingly mobile droplets. These areas of investigation more

broadly are all functional enhancements.

Functional enhancements, such as passive coating types that address the high surface

energy of the materials used in heat exchanging devices are most common. Zhao and

Burnside [140] reported an approximate heat transfer coefficent rate doubling with val-

ues of 6-8 kW m−2K−1 with the enhancement of Activated Reactive-Magnetron Sput-

tering Ion Plating (ARE-MSIP) technique for coating brass copper condenser tubes.

Active enhancements can be electro-active, mechanical, chemical, electro-mechanical-

chemical, or any permutation thereof [93,142] but, of course, require added input. Un-

like how dryout is considered universally a problem in boiling, film condensation and

surface wicking are harnessed in some enhancements. An aspect common to active

enhancement tends to be the clearing, which is less of an issue for the boiling process

due to buoyancy, though advancements in pool boiling have used guided channels for

the bubbles to induce a jet of mixing liquid over the heat sink [55]. Ahlers, Buck-

Emden, and Bart [5] report on the practical implications and concerns as life-cycle

maintaining dropwise condensation for energetically favorable reasons is a signifigant

part of the consideration for advancing condensers, but this includes failure modes and
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enhancements informed by the innovation cycle.

2.1.3. Statistical Mechanics Perspective

Statistical mechanics, intermolecular dynamics, and material science are useful in in-

forming an understanding what principles are driving boiling phenomena as well as

fluid dynamics more generally. There is a significant distinction for the computational

considerations that will be made, this is that each species or phase of a multiphase

simulation is not simulated from first principles nor does an sort of loosely atomic or

elementary parton theory apply. To be clear there is no tiny piece of liquid nor a lit-

tle bit of vapor. Pressure is not due to bits collectively rebounding off of a surface.

Temperature and kinetic energy have no relation in these expressions as they perhaps

should strictly speaking. The phases are representing the bulk flows. The interest is

the net current, the flux, but not the atom, molecule or simulation corpuscles because

the former is sufficient to satisfy the Navier-Stokes numerical solver.

When considering intermolecular models, often a potential that is used, which is the

combination of the attractive and repulsive forces between any two molecules, to relate

to the energy of the two-body problem is the Lennard-Jones potential. In this model

the attractive force is due to the Coulombic interaction and found in higher order mul-

tiple perturbations of quantum mechanics such as van der Waals. The repulsive force

includes nuclear scattering from the strong force, Pauli exclusion, and the impact of
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the total inter-atomic/molecular angular momentum.

In a non-trivial way the exceed this purpose, a partition function can be formed for the

set of all molecules leading to the common Equation of State results which are shown

to be contingent on the intermolecular potential.

The heat of vaporization is the energy taken up with to do the work displacing volume

(atmosphere) and dissociating the chemical potential (liquid bonding) thus greatly in-

creasing intermolecular spacing.

Integration over the Lennard-Jones potential by the mean increased spacing (vapor-

liquid density change). The latter is usually the main contribution, and for water at

Standard Temperature Pressure (STP) it is just over 91% [107].

2.1.4. Boiling Phenomenology

There is an ongoing interchange of research across disciplines and degree of applica-

tion towards discovery of deeper understanding of phenomenology and the develop-

ment of new or improved technology. In terms of technological advancement this is

the cycle of innovation. This inclusive space of human investigation is broad includ-

ing at the extreme those that strive to study nature for the wonder and beauty of nature

alone. They are served immensely by the advances in technology to permit these inves-

tigations. Likewise, but in a more circuitous path, those on the other extreme that are
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concerned with technological advancement alone without any concern for deeper un-

derstanding of the nature that governs technology’s processes will inevitably be served

by the advancements of the previously mentioned group.

Of course this dichotomy is offered as an extreme to illustrate the point, though such

extreme personalities are rare, the realistic cases show this interplay. The researchers

in the astrophysics of gravitational waves are also keenly focused on instrumenta-

tion and detectors. Such as the 2015 evidence of gravity waves, Laser Interferometer

Gravitational-Wave Observatory (LIGO) [19].

The histograms with credible bounding show how detection is translated into a picture

of the underlying natural event [1]. Simply put, the astronomer needs the ever advanc-

ing telescope technology. Finishing the theme, device manufacturing is mostly about

throughput not deeper understanding. The simple transistor and its constant progress

through improved phenomenological understanding is what drives many technological

manufacturing goals; everything from cabinetry to software to the direct lithography of

ever reduced pitch. In this example supporting technology is considered, but for a hard

figure, the USA Semiconductor Industry Association (SIA) reports approximately one

fifth revenue reinvestment to R&D in a 265 billion dollar and rising industry that also

sits as a top 5 export good [3, 4].

Below are some phenomenological interests related to this body of research. These

serve as motives but also in this research-interplay as tools in further advancing the
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state of the art. Of particular interest is what dictates the type of simulations that will

be most useful. Notice references to experimental sections due to these items being

used in this body of research to a degree.

The Microlayer:

The microlayer is perhaps the most widely applicable part of bubble anatomy in terms

of encapsulating the demands and interests of investigating nucleate boiling. It is bene-

ficial for measurement, advancing theory, historical context, and testing computational

realism. The microlayer is located beneath a bubble in nucleate boiling. It is a thin

film thickening concentrically with the bubble’s circumference as viewed from above

(see fig.2.3).

In 1704 Newton published on what are now called Newton’s rings [74] (the effect was

reported previously by Hooke [39]). These rings (or lines depending on the orientation)

are a type of visible optical interference pattern effect that indirectly yield thickness

and thereby contour, if within range, of thin films. This effect was noted under growing

bubbles (see fig.2.4) which led to the investigation of the microlayer.

In 1964 Sharp [104] cited Bankoff, Colahan, and Bartz [9] as the motivation for exper-

imental investigation of the microlayer in the boiling process. In Sharp’s experiment

the microlayer was observed and measured. Cooper and Lloyd [20] found relatively

simple theoretical calculations to agree with observations of this and similar work. The
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Figure 2.3: A schematic of the profile of a single nucleating bubble in a boiling process with

the microlayer depicted above the blue region (labeled) [58].

theory tended toward the finding that the majority of bubble growth comes from mi-

crolayer evaporation. Cooper and Lloyd used an unspecified computer program with

the capacity to add evaporation or condensation to the top of the bubble [20]. Conclu-

sions at the time for factors that encourage microlayer formation were high superheat,

low subcooling, and low ambient pressure. Jawurek produced photographs of an un-

derneath view based interferometry of the microlayer with simultaneous bulk boiling

profile [78]. Jawurek’s finding was that the microlayer thickness increased near the

outer edge with continued heat transfer while the center dried to a characteristic radius

and stopped. From here many different investigations into the microlayer of various

fluids have been undertaken.
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Figure 2.4: A photograph of an interference pattern created by a bubble’s microlayer. The

pattern, Newton’s rings, can be used to measure thickness [104].

The microlayer is discussed further in context of the heated plate experiments/simula-

tions performed in section 3.4.1.

The Thermal Layer:

The mass flux of a growing bubble is dependent on the interfacial temperature gradi-

ent at the interface. Scriven derives a theory of bubble growth [101]. The interaction

between the liquid and the interface creates a thermal film in the liquid adjacent to
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the interface. The radial depth of this thermal film increases with the time evolution

due to bubble-liquid conduction heat transfer. This thermal layer is thin enough that

sharp interface methods are needed to simulate its development, though this is a min-

imal standard only. As the thermal layer develops the interfacial temperature gradient

continues to change causing a interaction loop.

The Thermal Layer/film is discussed in context of the non-adiabatic experiments/sim-

ulations in section 3.4.

Triple Phase Lines/Points:

Aktinol et al. [7] continue the advancement of simulation methods for multipase flows

noting that the heating wall is all but exclusively a boundary condition. Use of finite

difference methods for the inclusion of the wall inter-variability for increased success

in triple phase points/lines. The phenomena of triple-phase contact lines can be of

benefit in studying multi-phase heat transfer. These lines are present in nucleate boiling

(near CHF and dry out), dropwise condensation/coalescence, and quenching processes.

The near dry out/CHF contact line effects of note in boiling may be considered a

distinct boundary layer forming a network of contact lines prior to the film transition

as proposed by Theofanous, Dinh, Tu, and Dinh [119, 120] and disputed buy Chung

and No [18]. This relatively important region is very difficult to model well.

In dropwise condensation the maximum heat flux occurs at the triple-phase contact
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line [58]. Dropwise condensation requires the condensing surface is not wetted by the

condensate [93]. This is the motivation for the functional enhancements discussed in

section 2.1.1.

Quenching occurs when a wall (for convention, but any item) superheated above the

Leidenfrost point is brought into contact with liquid. As the Wall cools the transition

from film boiling to nucleate boiling is unstable and likely driven by local contact

points/lines which provide quick disruptive vapor bursts from nucleate boiling.

Triple phase contact lines are discussed in context of the heated plate experiments/sim-

ulations in section 3.4.1.

Stable Flow in Microchannels

Kandlikar [13, 50, 52, 54, 55] has reported extensively on microchannel use for heat

transfer in liquid cooling applications. This is a subtopic of both flow boiling and

microstructures/enhancements. This field is being focused on due to related pertinent

avenues of investigation for simulation and to avoid generalizations. Pool boiling is

the process wherein heat transfer is supplied to the heat sink by immersion in a pool of

the medium (water or coolant). Flow boiling uses a constant flow of the medium across

the heat sink. The added complication of providing a flow increases implementation

and maintenance difficulty for flow boiling, however increased heat flux has been an

incentive for continued research. Moreover flow boiling offers cooling in places where

29



Background

pool boiling would not have physical Clearance. This is because the cooling process

is physically transported with the medium. In the macroscopic heat exchanger this

relocation is easily overlooked, however as considerations for higher density IC chips

become realized with layered components, wall cooling may become insufficient.

Figure 2.5: A schematic from Tuckerman and Pease originating article, the dimmensions of

z and both w are 365 and 57 microns respectively. This design is shown as silicon with a

philosophy to integrate the flow cooling as part of the IC circuit [123].

The use of microchannel array heat sinks (see fig2.5) is attributed to Tuckerman and

Pease [123] who’s design was an integrated component for IC circuits and able to

dissipated 790 W/cm2 with 71◦C temperature difference.

The phenomenology of interest when benchmarking is no longer just monitoring the

CHF transition and Heat Transfer Coefficient (HTC), but rather maintaining stable flow

for a flow boiling regime. This is because as higher heat fluxes are achieved the nu-
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cleating bubbles tend to impeding the flow channel. Stienkie and kandlikar synthizied

where flow losses are introduced. [116]. Instabilities within microchannels are the pre-

cursor to local CHF and a predictor of channel end performance. Despite providing

nucleation sites, the lack of depth in microchannels allows for conflicting nucleation

which is one of the factors present in microchannel flow instability. Since the prob-

lem is due to a number of factors manufacturing/measurement uncertainty/precision,

pressure drop, proper choice of dimensions, inlet/outlet management, and particular

medium there are many items on account which may offer added stochastics.

For these above considered phenomenon of the microlayer, thermal layer, triple phase

contact lines, and technonolgical advancement in microchannels it is clear:

1. Methods for simulation without interface details that instead rely on making end

point analysis based on existing systems cannot extend information about inter-

face interactions in systems beside those from which they gather their data.

2. Methods that do define interfaces but have use a smeared interface (many: IR,

VG) to prevent errors as time evolves will have only a smeared image of these

interfaces, and are unable to resolve interface details (thermal layer).

3. Methods with high interface detail but without mass transfer accounted for strictly

will not be helpful in both answering questions of mass flux and interface track-

ing that is dependent on mass flux.
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Conclusion: for these reasons, choosing a simulation type capable of sharp detailed

interfaces and exact mass transfer accounting is best suited for of advancing under-

standing in microscale phenomena.

2.2. INTERFACE TRACKING ALGORITHMS

Numerical simulations of multiphase flows are challenged by the abrupt discontinuity

that is the interface of the phases. The characteristics on either side of the interface may

vary drastically and the interface itself may also have particular physical characteristics

to implement. Although there can be endless methods to create such simulations ranging

from those that are very realistic to black-box-experiment-esque (in that little to no detail

but a final solution is ascertained or only boundary conditions are simulated for improv-

ing a component within a system). Details in simulations are driven by the information

needs of the user/designer as extraneous details add implementation and computational

time and expense, however without some buffer it is possible to neglect details which

have an impact. Apart from systems driven with a restoring force to particular modes,

small changes can have a lasting impact on final conditions. Most simulation methods

in the research area near nucleate boiling include information along time steps and some

resolution of the domain being simulated, but the realism is at the same time reduced

by assumptions made to the process such as the phases are rarely composed of realisti-

cally interacting molecules and pressure is a characteristic not a result of these molecules
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imparted impact.

The explored space of numerical simulations of multiphase flows divides mostly along

the Eulerian, Lagrangian, or in certain perspectives a combination of both of these two

method types. This broad division of type has to do with how the discrete computational

units or cells are oriented and organized. Computational cells of an even size set in a

regular array determined by the coordinate system are of the Eulerian Method. Interface-

centric cells of variable size are of the Lagrangian Method. While Lagrangian methods

can be simply thought of as simulations where the computational mesh is moved to de-

scribe the interface as time evolves. The Eulerian methods are those of a fixed mesh

where the variables of each element in the mesh are changed to express the simulated

physics. The following subsections give a brief overview of available interface tracking

techniques.

2.2.1. The LS interface tracking method

Osher and Sethian [77] proposed the Level-set (LS) method. The LS method utilizes

Eq. (2.1) to track the interface.

∂ϕ

∂t
+▽ϕ · −→vint = 0 (2.1)

where ϕ is the distance from the computational cell to the interface and vint is the
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velocity of the interface.

Figure 2.6 shows the values of ϕ in a computational domain with a spherical bubble

as reported by Sharma [103] while employing the LS method. It is observed that

the LS values are zero at the interface, positive at phase-1, and negative at phase-

2. The magnitude of the LS function at each computational cell increases with the

distance from the location of the cell center to the interface. Also, to avoid numerical

instabilities, it is common to define regions near the interface in both phases. The

transition region utilizes functions (e.g., the Heaviside function) to define a smooth

change in the fluid properties.

Figure 2.6: values of the ϕ in the LS interface tracking equation for a circular interface. A

smooth transition across the interface defines the fluid properties. Figure adapted from [103].

The LS utilizes the interface velocity to find the change in ϕ at the computational
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cells. This implies that for each time step, all the computational cells should adjust

their numerical values based on the interface velocity and location. The LS method

requires re-initializing the values of ϕ after a certain simulation time, which may lead

to issues with mass conservation. Son indicated adding a volume-correction step to the

LS formulation to ensure satisfying mass conservation [112].

One of the main advantages of the LS method lies in the smooth transition of the LS

function across the interface. Such a smooth transition allows an accurate estimation

of the gradients of the LS function required for proper modeling of surface tension

based on the interface normal vectors.

2.2.2. The VOF interface tracking method

Hirt and Nichols [41] proposed the volume-of-fluid (VOF) method to track interfaces

ensuring mass conservation. Assuming null mass transfer between phases, the VOF

method utilizes Eq. (2.2) to track the interface.

ρ1

(

∂α1

∂t
+▽ · α1

−→v1
)

= 0 (2.2)

where ρ1 is the density of the vapor, α1 is the phase-1 volume-fraction, and v1 is the

velocity of the vapor phase-1. Perez-Raya and Kandlikar [82] explain the fundamental

principles of the VOF gradient method applied to 1D models. Figure 2.7 shows the
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values of α1 as reported by Garoosi and Hooman [31] in modeling multiphase interac-

tions with the VOF method. Results show that the VOF method ignores the distance

from the computational cells to the interface. Instead, the VOF method looks at the

volume fraction of the tracked phase. In the figure, cells with α1 equal to one consist of

phase-1, cells with α1 equal to zero consist of phase-2 cells, and cells with 0 < α1 < 1

consist of interface cells. The VOF method focuses on the cells that have an interface

to perform the interface tracking.

Figure 2.7: VOF contours of a multiphase flow at three different instants. Figure adapted from

[31].

One of the main challenges in adopting the VOF method arises from the sharp discon-

tinuity of the VOF function at the interface. The sharp discontinuity leads to numerical

errors in estimating the normal vectors required to determine the change in the volume

fractions at each time step. Errors in the normal vector adversely affect the model-

ing of surface tension, which depends on the normal vector. The errors translate into

parasitic velocities that can generate adverse interface deformations. Also, difficulties

appear in advecting the α1 values in a way that avoids interface breaking or interface
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deformations.

Figure 2.8 shows the two main approaches to reconstructing the interface (i) donor-

acceptor and (ii) piecewise-linear (PL). Hirt and Nichols [41] describe the donor-

acceptor approach. In the donor-acceptor, the interface is assumed to be planar without

an inclination angle, and the discretization schemes of the neighboring cells (includ-

ing fluid properties) are modified to account for the location of the planar interfaces.

Youngs [139] proposed the piecewise-linear approach, which assumes the interface

within each computational cell to be a straight line. The approximation of a straight

interface in the piecewise-linear approach gives the advantage of improved accuracy

in representing thin liquid films that are a fraction of a cell thick, which is relevant in

the modeling of multiphase flows interacting with solid surfaces.

Figure 2.8: Interface reconstruction approaches in the VOF interface tracking method.
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2.2.3. The coupled LS-VOF interface tracking method

The coupled level-set volume-of-fluid (CLSVOF) interface tracking method was pro-

posed by Sussman and Puckett [117]. CLSVOF eliminates adverse interface defor-

mations with accurate computations of the gradients of the LS function and conserves

mass by advecting the interface with VOF interfacial values. As a result, CLSVOF

method may perform better in multiphase modeling experiencing strong deformations.

Fig. 2.9 shows results reported by Dianat et al. [25] in the modeling of a sliding

grooved surface. Results indicated that simulations with the VOF method lead to

interface smearing when the droplet moves along the groove, and simulations with

the CLSVOF method can preserve the interface shape. The difficulties in achieving a

successful coupling and additional considerations needed for modeling phase-change

conditions represent the main disadvantages of the CLSVOF method. Also, there exist

a diverse number of applications of multiphase flow modeling that are not subject to

strong interface deformations.

2.2.4. The particle tracking interface tracking method

The interface marker particle method is attributed to Daly [21, 22]. Interface marker

particle methods utilize the Lagrangian concept of following individual particles with

the Eulerian fixed cells. Fig. 2.10 shows the location of the particles on a 2D circular

interface. The interface position is determined with the Lagrangian particles which

38



Background

Figure 2.9: (a) 3D simulation of a sliding water droplet through a grooved surface, (b) 2D

contours of volume-fraction at a specific instance in the sliding droplet obtained with the VOF

and CLSVOF methods. Figure adapted from [25].

are capable of quality output, but a tradeoff must be made between too many parti-

cles where it becomes computationally expensive and misinterpretation can result in

surface tension, extinction; or too few leading to error in the interface and reduced

mass conservation (potentially). Many instances will interpolate the Eulerian volume

fraction with interface details [87]. Juric and Tryggvason [49] use a similar method to

simulate film boiling. The drastic changes in the curve of the interface were modeled

without degrading fluid velocities. Despite the technical care needed and computa-

tional demand, Van Sint Annaland [124] shows that this remains a promising method,

for the proper circumstances, here with 3D bubbles rising, but not mass transfer.

The contrast of the lagrangian type movable-mesh interface marker particles requires
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Figure 2.10: Front tracking method utilizing markers to advect the interface in a Lagrangian

approach. Figure adapted from [46].

some stage of simulation coupling which increases computational expense.

The Computational particle-fluid dynamics (CPFD) method introduced by Snider [109]

is a method where the gases or vapor component is treated in the Eulerian regime and

the liquid or particulate is treated in the Lagrangian regime. The CPFD method is of

interest for mixing applications in the fluidized/gassified beds sector [66], for chemical

reactor study in biomass [70, 95] and this method is applied to related liquid injecting

industrial applications [86].
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2.3. MASS TRANSFER MODELS

Numerical simulations divide the computational domain into multiple computational cells

(see Figure 2.11(c)). In computer modeling of multiphase flows with two phases, these

computational cells are classified as phase-1 cells (cells filled with phase-1), phase-2 cells

(cells filled with phase-2), or interface cells (cells that contain the two phases divided by

an interface). The cells that lie next to interface cells are known as neighboring cells.

The simulation should estimate the mass transfer corresponding to each interface cell

(amount of phase-1 transformed into phase-2 or vice-versa). For instance, Figure 2.11(a)

shows a growing bubble immersed in liquid in contact with a heated plate. The bubble

grows due to the evaporation of liquid at the interface; the amount of liquid that evaporates

at the interface is termed interfacial mass transfer.

The literature distinguishes three methods to compute mass transfer shown in Figure 2.12,

(1) empirical coefficients, (2) VOF gradient to find the interface size, and (3) interface re-

construction. The following subsections give a brief description of the three main meth-

ods.

2.3.1. The Empirical Coefficients Method

Table 2.1 shows the publications applying the Empirical Coefficients Method (ECM)

consisting of about 37% (10 publications) in the field of boiling modeling from 2018
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Figure 2.11: Need to compute mass transfer in a simulation of boiling: (a) computational do-

main with a bubble, and (b) definition of cells and estimation of mass transfer with temperature

gradients.

Figure 2.12: Methods to compute mass transfer (a) empirical coefficients, (b) VOF gradient,

and (c) interface reconstruction.

to 2022. The empirical coefficient method uses empirical factors and assumes an in-

terfacial temperature difference to compute the mass transfer. From an analytical or

symbolic perspective, the ECM determines mass transfer independent of interface sur-

face area see Eq.(2.3). Which by extension prevents accurate accounting of heat flux

across the interface. This in turn prevents any adaptability to a system with an interface
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that is deformed or changed in any way from that interface it was originally tuned with

when the coefficients were determined.

The concept in play is that empirical measurement accounts for the mean interfacial

area in a given domain to be found over the series of calculated computational cells,

however, as a result extracting interfacial details such as heat flux is likewise subsumed

into these coefficients. In principle the empirical coefficients method is commendable

for its connection to experimental findings, data, its practicality for particular cases,

and its theoretical elegance. Yet in practice, it can suffer from only having one term

rather than a series of terms to account for the appropriate functional dependence at

work. Much like the established theory of a series solutions in differential equations,

where by nearly any sufficient number of terms may be used as a related rate contour

solution, the ECM is a type of boundary value problem solution with limited flexibil-

ity from an experimental contour. In this way the ECM has the potential for highly

practical results but a limited domain of viable application considering the potential

for non-stable contours given the extrema of phase-change.

m
′′′

lv = coeff

√

M

2πRT sat

L

(

ρgρl
ρl − ρg

)

(T − Tsat)

Tsat

(2.3)

where coeff is an evaporation coefficient, M is the vapor molecular weight, R is the

universal gas constant, L is the latent heat, ρl is the liquid density, ρg is the gas density,
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Table 2.1: This table contains information on recently published pertinent research/research

groups’ articles that use the Empirical Coefficients method of calculation.
Articles Using the Empirical Coefficients Method

Year Author(s) Simulation Details Interfacial Thermal Be-

havior

2022 Kumar

and

Das [59]

2D-axisymmetric film boil-

ing of liquid N2 (Note: VOF

Gradient, and m
′′′

lv with EC)

Good, but not contact

line

2022 Lee et al.

[62]

3D flow boiling in micro-

gravity

Not focused

2022 Yeo and

Lee [137]

2D flow boiling in mi-

crochannels

Not given

2022 Yi et al.

[138]

2D-axisymmetric nucleate

boiling in microgravity

boiling at microgravity

Thermal Smeared across

interface

2022 Cao and

Macian-

Juan [15]

3D vapor bubbles condensa-

tion and effect of fluid prop-

erties

Not given

2022 Ha et al.

[37]

2D-axisymmetric, condens-

ing flows of single bubble

and steam-jet flows of single

bubble and steam-jet

Not displayed

2022 Bhuva et

al. [11]

3D bubble coalescence in

microchannels coalescence

in microchannels

Not close to the interface

2021 Broughton

and

Joshi [12]

3D, flow boiling in mi-

crochannel

Smeared across interface

2021 Li et al.

[65]

2D-axisymmetric effect of

microlayer evaporation

Not displayed

Tsat is the saturation temperature, T is the temperature of the liquid-vapor interface,

and m
′′′

lv is the volumetric mass rate.

Juric and Tryggvason [49] simulated film boiling with the interfacial-resistance model;

the authors made an entropy balance across the interface to find the temperature of the

interface. Hardt and Wondra [38] pointed out that the interfacial-resistance model
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applies to cases where the interface lies at a submicron distance from a surface, and

errors may appear as the distance becomes larger. Figure 2.13 shows the reported bub-

ble growth rates obtained with the empirical coefficients method. Results show that

the model is not sensitive to the grid cell size, which allows ignoring mesh sensitivity

analyses. In general, the model generates experimental trends observed in the growth

of spherical bubbles immersed in superheated liquids. Figure 2.13(c) shows the effect

of the empirical coefficient L on the bubble growth rate and its comparison with ex-

perimental results as reported by Cao and Macián-Juan [15]. Results indicate that the

bubble growth rate is significantly affected by L, and only a value of L is 1.5 × 105 s

1 agrees well with the experimental data (the relative error is less than 15%).

Figure 2.14 shows the thermal and fluid dynamic behavior obtained by computer sim-

ulations adopting the empirical coefficients method. Results in Figure 2.14(a) show an

ability to properly capture the decay of the temperature value to the saturation value

at the interface; however, velocity distributions lack a velocity jump at the interface

that should arise due to the liquid transformation into vapor. Figure 2.14(b) shows a

thermal behavior that neglects the condition of the interface remaining at the saturation

temperature. Results in Figure 2.14(c) show a nucleating bubble where the interface

temperature differs from the saturation value, and the streamlines do not show a dis-

continuous jump at the interface. Figure 2.14(d) shows the temperature contours of

simulating flow boiling; the temperature contours ignore the saturation condition at the
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Figure 2.13: Bubble growth in superheated liquids. Comparison of simulations with the em-

pirical method and theoretical solutions. Adapted from (a) Kunkelmann and Stephan [61], (b)

Magnini adapted from [72], (c) and Cao and Macián-Juan [15]

interface, which may lead to deficiencies in capturing the heat transfer mechanisms.

Various simulations of boiling have used the interfacial resistance-model [38, 61, 72]

[48, 69, 135, 136]

However, as pointed out by Hardt and Wondra [38], the interfacial-resistance model

applies to cases where the interface lies at a submicron distance from a surface, and

errors may appear as the distance becomes larger.
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Figure 2.14: Temperature and velocities obtained by computer modeling adopting empirical

coefficient method. Adapted from (a) Pan et al. [80], (b) Broughton and Joshi [12], (c) Yazdani

et al. [136], and (d) Lee et al. [62].

2.3.2. The VOF Gradient Method

Table 2.2 shows the publications applying the VOF gradient method consisting of

about 26% (7 publications) in the field of boiling modeling from 2018 to 2022. The

VOF gradient method estimates the interface surface area by computing the gradient

of the volume-of-fluid.

The interface surface area is computed Eq. (2.4).
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Table 2.2: This table contains information on recently published pertinent research/research

groups’ articles that use the VOF Gradient method of calculation.
Articles Using the VOF Gradient Method

Year Author(s) Simulation Details Interfacial Thermal Be-

havior

2022 Shang et al.

[102]

2D-axisymmetric, evapo-

rating droplets on flat sur-

faces

Thermal distribution

given

2022 Kumar and

Das [59]

2D-axisymmetric film

boiling of liquid N2

(Note: VOF Gradient, and

m
′′′

lv with EC)

Good, but not contact

line

2020 Fostiropoulos

et al. [28]

2D-axisymmetric breakup

of droplets with a boiling

vapor bubble

Sharp interface tempera-

tures given

Aint = |∇αv|Vcell (2.4)

The VOF gradient method estimates the volumetric mass transfer with Eq. (2.5).

m′′′

lv = m′′

lv

Aint

Vcell

(2.5)

Where m
′′′

lv is the mass flux, Aint is the interface surface area, and Vcell is the cell

volume that contains the interface. The mass flux computed as a function of the tem-

perature gradient at the interface and the latent heat of vaporization.

Figure 2.15 compares simulated evaporation/condensation rates obtained with the VOF

gradient method against theory and experiments. Fig. 2.15(a) shows the results re-
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ported by Shang et al. [102] of a mesh sensitivity analysis in modeling a condensing

spherical droplet in a 1 s interval and with a slight change in the scaled diameter (from

1 to 0.9996); results indicate that simulations with the VOF gradient method can iden-

tify an optimal grid cell size in droplets condensing at a small rate leading to a mini-

mal change in the droplet diameter. Fig. 2.15(b) shows the results reported by Shang

et al. [102] comparing the condensation rate against experiments in spherical droplets

(scaled diameter varies from 1 to 0.75 in a 1.5 s interval); the droplet in 2.15(b) con-

denses at a faster rate and the simulation showed good agreement against available

experiments. Fostiropoulos et al. [28] reported the results in Fig. 2.15(c) in simulating

spherical bubble growth; the results indicate that simulations with the VOF gradient

method can reproduce theoretical trends with minor deviations (the study ignored the

effect of the grid cell size). Please note the vertical blue line notes a break up time for

the oil so the theory departing trend is not meaningful.

Figure 2.16 shows temperature contours obtained with numerical simulations adopting

the VOF gradient method. Fig. 2.16(a) shows results reported by Shang et al. [102]

in modeling an evaporative droplet suspended in a forced convective flow on a glass

sphere (the diameter of the sphere is 0.4 mm). Results show temperature decaying to

the saturation value at the interface indicating the ability of the model to identify in-

terfacial heat transfer mechanisms. Fig. 2.16(b) shows temperature contours reported

by Fostiropoulos et al. [28] in modeling oil droplet breakup. Results show the influ-

49



Background

Figure 2.15: Condensation/growth rates obtained by computer modeling of spherical droplet-

s/bubbles adopting the VOF gradient method. Figures (a) and (b) adapted from Shang et

al. [102], and (c) Fostiropoulos et al. [28].

ence of the fluid velocities on the temperature near the interface, which shows that

modeling with the VOF gradient method allows capturing the effect of the flow on the

interfacial thermal field. Fig. 2.16(b) shows results reported by Kumar and Das [59] on

the temperature distribution in a growing bubble during film boiling; the results show

that simulation properly accounts for the temperature condition at the interface with

saturation value. The figure shows that simulations adopting the VOF gradient method

50



Background

allow quantification of the heat transfer mechanisms near the interface.

Figure 2.16: Temperature obtained by computer modeling adopting the VOF gradient method.

Adapted from (a) Shang et al. [102], (b) Fostiropoulos et al. [28], and (c) Kumar and Das [59].

2.3.3. The Interface Reconstruction Method

Table 2.3 shows the publications applying the interface reconstruction method consist-

ing of about 26% (7 publications) in the field of boiling modeling from 2018 to 2022.

The interface reconstruction method uses Eq.(2.5) to compute the volumetric mass

rate and estimates the interface surface area with a geometric interface reconstruction.

Available works in the literature employing an interface reconstruction method do not

provide a detailed description of the adopted algorithm. In addition, works that find

the interface surface area with a geometric reconstruction lack a specific equation used

to estimate the interface surface area.

Figure 2.17 compares simulated spherical bubble growth rates obtained with the inter-
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Table 2.3: This table contains information on recently published pertinent research/research

groups’ articles that use the Interface Reconstruction method of calculation.
Articles Using the Interface Reconstruction Method

Year Author(s) Simulation Details Interfacial Thermal

Behavior

2022 Zhao et al.

[141]

2D-axisymmetric and 3D

simulation of boiling, in-

cluding leidenfrost

”Explicit thermal

behavior near edge”

2022 Chang et

al. [17]

2D simulation of film boiling

in magnetic fields

Not contact line fo-

cused

2021 Guggilla

et al. [35]

2D-axisymmetric, evaporat-

ing droplets on hot surface

Acceptable

2021 Franz et

al. [29]

3D subcooled flow boiling at

microgravity

Smeared across in-

terface

2021 Bureš and

Sato [14]

2D-axisymmetric evapora-

tion and condensation

”Sharp interface

temperatures given”

2020 Gholijani

et al. [32]

3D drop impingement onto a

hot wall

Not displayed

2018 Sato and

Niceno

[99]

3D simulation of pool boil-

ing

Sharp interface

modeling

face reconstruction method against theoretical results. In addition, results in Fig. 2.17(a)

show that the interface reconstruction approach can generate simulations that are sen-

sible to the grid cell size and with improved accuracy as the grid cell size becomes

smaller. Fig. 2.17(b) shows that the simulation with the interface reconstruction ap-

proach can capture the theoretical results with a relative error of 1% or lower. The

results indicate that the interface reconstruction leads to precise bubble growth rates,

which implies a proper computation of heat and mass transfer mechanisms at the in-

terface. [68]

Figure 2.18 shows temperature contours obtained with numerical simulations adopting
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Figure 2.17: Spherical bubble growth rates obtained by computer modeling adopting the inter-

face reconstruction method. Adapted from (a) Sato and Ničeno [96], and (b) Zhao et al. [141].

the interface reconstruction method. Fig. 2.18(b) shows temperature contours reported

by Sato and Ničeno [96] in modeling of bubble growth over a heated surface. The

temperature contour shows larger temperature gradients near the contact line and a

drop in temperature to the saturation value at the interface. Zhao et al. [141] employed

the interface reconstruction approach to simulate the falling of an evaporating droplet

at gravity conditions. The model shows an interface with a saturation temperature

influencing the surrounding fluid. The results in Figure 2.18 indicate that the simu-

lations adopting the interface reconstruction approach captures the thermal interfacial

conditions, which may contribute to clarifying the way heat transfer occurs near the

interface.

53



Background

Figure 2.18: Temperature obtained by computer modeling adopting the interface reconstruction

method. Adapted from (a) Sato and Ničeno [96], and (b) Zhao et al. [141].

2.3.4. Other Methods

This subsection offers an overview of those calculation techniques not given much

attention in this document. Tables 2.4 and 2.5 are included for balance; though not

exhaustive inclusively considering that human imagination, not any sort of strict prac-

ticality, is the limit of methods and techniques which may be presented in the course

of the history of software. Of course, a degree of usefulness tends to be required for

invention and/or publication, however it is much easier to quantify that which best fits

experimental results than it is to offer a boundary on that which is reasonable.

Table 2.4 shows the publications applying methods other than these main three or not

specifying how the interface was handled.

Table 2.5 references articles utilizing the Level-Set Method (LSM). The Level-set
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Table 2.4: This table contains information on recently published pertinent research/research

groups’ articles outside of the three main categories of calculation previously detailed. This

table being composed of ”Non-specified or Atypical Calculation Methods,” meaning the ele-

ments are an inclusive sample beyond the main three (Empirical Coefficients, VOF Gradient,

and Interface Reconstruction)
Articles Using Non-specified or Atypical Calculation Methods

Year Author(s) Simulation

Details

Method to Find

Mass Transfer

Interfacial Thermal

Behavior

2022 Onishi et

al. [76]

2D modeling

of a phase-

change driven

pump

Not accounted for Not contact line fo-

cused

2022 Saha et

al. [94]

1D, Flash

boiling

Assumed spheri-

cal symmetry

No contours shown

2022 Huang et

al. [43]

2D, crystal

growth in

solidification

Calculation of in-

terface velocity

Not contact line fo-

cused

2021 Jafari

[47]

1D phase

change with

deviations

from equilib-

rium

Approximation

with a square

function of vol-

ume fraction

and maximum

interface area

Not contact line fo-

cused

method is interface-centric in a similar way that the VOF method is volume/mass-

centric. This means that interface calculation is intrinsic to LSM. This sort of symme-

try is deeper than these methods and is discussed in more detail in

Figure 2.17 compares simulated bubble growth rates obtained with the level-set method

against theoretical and experimental results. Fig. 2.17(a) and (b) compare theoretical

and simulation results for spherical bubble growth. Fig. 2.17(c) and (d) compare ex-

perimental and simulation results for bubble growth over a heated surface. Results

in Fig. 2.17(a) and (b) show simulations with precise bubble growth rates. Also, the
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Table 2.5: This table contains information on recently published pertinent research/research

groups’ articles that use the Level-set Method.
Articles Using the Level-set Method

Year Author(s) Simulation Details Interfacial Thermal

Behavior

2022 Raut et al.

[89]

2D-axisymmetric boiling at

microgravity

Acceptable Con-

tours

2019 Garg and

Dhir [30]

3D simulation predicting

boiling curve

Precise temperature

near contact line

2019 Aktinol et

al. [8]

2D axisymmetric boiling at

microgravity

Apparent temper-

ature near contact

line

level-set approach is sensitive to the size of the computational grid, with improved ac-

curacy as the grid gets refined and the existence of an optimal grid cell size. Results in

Fig. 2.17(c) and (d) show good agreement between the simulated bubble growth over a

heated surface and available experimental data. Results indicate that simulations with

the level-set approach can reproduce experiments with an accuracy of 15%. These

results imply that computer modeling can capture the mechanisms of heat and mass

transfer at the interface in the simulation of nucleate boiling.

Figure 2.20 shows temperature contours obtained with numerical simulations adopting

the level-set method in modeling bubble growth over a heated surface. The simulation

in Fig. 2.20(a) assumed vapor to remain at a saturation temperature, whereas the simu-

lation in Fig. 2.20(b) considered the heat transfer in the vapor phase. Results show the

interface with a saturation temperature influencing the liquid and vapor temperature.

The condition of saturation temperature at the interface forms a meniscus region with
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Figure 2.19: Spherical bubble growth rates obtained by computer modeling adopting the level-

set method. Adapted from (a) Son [112], (b) Son et al. [111], (c) Tanguy et al. [118], and (d)

Huber et al. [44]. Experimental data obtained by Siegel and Keshock [108].

large temperature gradients near the contact line. The large temperature gradients lead

to a high convective heat transfer coefficient.
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Figure 2.20: Temperature obtained by computer modeling adopting the level-set

method. Adapted from (a) Son et al. [111], and (b) Huber et al. [44].
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Chapter 3

Methods and Experimental

This part of the document covers the approach to the testing, Validation and Verification (V&V),

and phenomenological problems the computational and simulation software has been applied.

This includes the methods, parameters, and experiments (i.e. simulated cases).

Section 3.1.3 contains both a brief review of how the Piecewise Linear Interface Calculation -

Analytic Size Based (PLIC-ASB) method functions and simultaneously within this section the

integration of this keystone User Defined Function (UDF) into our larger simulation package.
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3.1. THE PROPOSED PIECEWISE LINEAR INTERFACE CALCULATION - ANALYTIC

SIZE BASED METHOD DEFINED

The following subsections provide a quick introduction into the formulation of this method,

Section 3.1.1; contextual and description , Section 3.1.2; the details of implementation,

Section 3.1.3; and application to example cases to aid in implementation and communi-

cation 3.1.4.

3.1.1. Formulation of the Piecewise Linear Interface Calculation - Analytic Size

Based Method

Formulation:

From here the subsequent implementation is more digestible with a brief perspective

on how the equations were developed.

When a Volume of Fluid (VOF) cell in a computational fluid dynamic (CFD) simu-

lation has a combination of two phases (i.e. vapor and liquid) the cell is an interface

cell. If measuring the volume fraction of one phase it would therefoe be fractional in

these interface cells. For simulations where a single bifurcation describes the interface

in these cells a calculation in each time step is to be made to determine the size of the

interface. Considering a square cell as this interface cell it is from here that this section

illustrates the calculation.
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There are two (non-trivial) types of shapes that can be made when a square cell is

divided into two sections by an intersecting line see Fig. 3.1. If the line cuts across

adjacent sides a triangle is formed. If the line cuts across opposite sides a right angle

trapezoid is formed (with a perfect rectangle a possibility that is considered the limit of

this case not a third shape because of the mathematical formulation of these shapes).

Figure 3.1: Illustration of the types of shapes possible from a linear interface in a square cell.

The quantity of interest at this point is the length of the line that is cutting across the

square, lint. The values that are known are the side lengths of the square, dx, the

volume fraction of this cell, α2, and the normal vector of this line is known due to a

gradient of the surrounding volume fractions, shown in Fig. 3.2 as the blue arrow to

referrence the prior rose trianlge and in Fig. 3.3 the yellow trapezoid.

Figure 3.2: Illustration of the normal vector and yet unknown angle of interface for the rose

triangle.
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Figure 3.3: Illustration of the normal vector and yet unknown angle of interface for the yellow

trapezoid.

Figure 3.4 shows a triangle constructed out of x and y components. If the angle was

known the volume of any such triangle could be calculated as follows. Angle unknown,

Problem 1!

xy

2
=

l2int
2

sin θ cos θ = α2dx
2 (3.1)

Here α2 is assumed to be equal or less than 0.5 ... otherwise (1− α2)dx
2) would have

been used.

0.5 > α2 > 0.5 Problem 2!

Solving for lint:

lint =

∣

∣

∣

∣

∣

√

2 α2 dx2

sin θ cos θ

∣

∣

∣

∣

∣

(3.2)
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Figure 3.4: Illustration of cell geometry for PLIC-ASB solution. Here an arbitrary angle is

chosen and the resulting criticle lines show the cross over from the volume fraction independent

to the dependent equation.

For the right trapezoid case the calculation is even easier, except the matter of the angle

is still just being assumed. If the top of bottom dashed line from Fig. 3.4 (or any line

between them which will be of equal length) is lint it follows that:

lint cos θ = dx (3.3)

Which yields:

lint =
dx

cos θ
(3.4)

Solving some of these problems:
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Problem 1! Solved: How to find the angle from the normal vector. Thinking in terms

of a simple method, an arbitrary orthogonal rotation could be applied to the normal

vector to get a tangential vector. The components of this vector can be used to find the

angle through the use of arctan but now a new problem- Problem 3! this could yield

a high or low angle.

Problem 2! Solved: The volume fraction: The solutions are symmetric about 0.5, this

will be addressed further below, so picking α2 as either the high or the low value will

stop the redundancy. So for α2 > 0.5 , (1− α2) is the volume fraction for that case..

Problem 3! Solved: Just like the volume fraction a choice is made on the higher or

lower angle for convention and then all of the problems can be funneled into that choice

because (as will be address below, there is rotational invariance.

There remains a hidden problem which is converting this to an algorithm form for

programming language or similar uses. Simply choosing which formula to use requires

deciphering details from the input since after all it is relatively easy to calculate these

values manually. The formulation results in the smaller length being the valid so that

one may choose either formula, calculate and then compare against the other. This will

be detailed further below.

Please continue to section 3.1.3 for more details on implementation.
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3.1.2. Description of the Piecewise Linear Interface Calculation - Analytic Size Based

Method

A brief context on the development of this method:

The Piecewise Linear Interface Calculation-Analytic Size Based method (PLIC-ASB)

may be easily perceived as a sort of amalgamation of what has come before, especially

given its hyphenated name, or a confluence of the best existing approaches, considering

the background framing provided when discussing its merits. The reality of the PLIC-

ASB is not just slightly different, it is a complete departure from this perception.

The PLIC-ASB is a novel approach to calculation where the influence of existing ap-

proaches was an influence only insofar as to inspire the innovation. The constraints

used in its initial design were only that the algorithm would be constructed to rely

on volume the fraction distribution for its input and have the most simple (i.e. least

complex) final formulation. From this an analytical set of equations was determined

to work as a suitable interface calculation where a so called “ansatz” would be used to

make the final choice. Though “ansatz” was an imprecise hold over term from the for-

mulator’s (your author) former research experience, it was a useful mental check point.

Upon further consideration, as the term was imprecise and easily replaced by an “If”

statement both in and out of computer code, that is how the PLIC-ASB is expressed

today, but the essence of the formulation has remained, and is otherwise unchanged

65



Methods and Experimental

since its inception. For the most rigorous application there are methods to eliminate

“If” statements readily available, but they are left out to avoid confusion.

The simplicity of the PLIC-ASB’s formulation was only out matched by the absurdly

simple techniques (e.g. setting interface cells to a constant value), but it is not the

computational speed on its own that is the strength of this PLIC-ASB. Instead upon

investigation with industry standards for the area of research application it was re-

vealed that the accuracy and convergence, as any sort of interface calculation should

have was in contrast to the recommended functions. The accuracy problem was due to

an approximation in this existing method, the VOF gradient method, being treated as

an exact solution. Apart from other researchers noting the problem with this method

having sporadic behavior instead of converging to theoretical estimates with reduced

mesh size the approximation issue is absent n the literature to our knowledge. Perhaps

compounding this matter, the approximation is of a form that can seem as though it

comes from a formal proof leading to an over reliance on these models.

In an effort to gain the best possible results from the VOF gradient method for a rigor-

ous comparison it was found that the discrete gradient method could have an excessive

impact on the final result. Such changes in the normal vector calculation method can

lead to drastic changes in other methods, perhaps, but this is a compounding problem

for the VOF gradient method. Best practices were utilized to give the VOF gradient

a more than fair evaluation in the comparisons that will follow. The discrete gradient
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method used for the PLIC-ASB method does not result in hypersensitivity, although, of

course, some of the highly complicated discrete gradient calculations were not favored

for use due to implementation and lack of improved normal vector calculation.

Systematically it seems there is a problem with the VOF gradient method, yet making

a strong statement on this point is not the message of interest nor the research topic.

It is of interest to see how the VOF gradient method can be best used and how the

PLIC-ASB can continue to exceed these standards.

Testing methods, models, hypotheses, et cetera is a simple game when concerned to

find if they perform on the task that we expect – how we expect. Unfortunately, it is

not the things we know we are unaware of, but rather the unknowns that are hidden in

a blind spot which itself is undetected.

The deficiency that has been found most acutely is that if a two-step discrete (digital)

gradient is used instead of a single step gradient, the VOF gradient method has much

higher rates of deviation from theoretically anticipated values for interface.

Although use of the single-step gradient improves the result, the underlying calculation

is a multi-part approximation. If used with this knowledge and while understanding its

limitations the VOF gradient method may be another reasonable method for continued

use; however, the single step gradient implies both sides of the interface (at minimum)

- must be calculated, not just the a single cell wide interest band in order to encapsulate
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the total species/fraction change. Further errors may arise without bounding this and

along with these it is also an added challenge to maintain sharp interfaces.

These results lead to testing the PLIC-ASB to reveal if there was any(or is as of) yet

hidden flaw in the PLIC-ASB. This search for hidden flaw is expanded on in section

3.2.1, on verification for this User Defined Function (UDF).

3.1.3. Implementation of the Piecewise Linear Interface Calculation - Analytic Size

Based Method

The implementation of the Piecewise Linear Interface Calculation-Analytic Size Based

method (PLIC-ASB) is provided here in its succinct form. It is provided as a de-

scription of a method used in the described computational research and simulation al-

though the method itself is part of the same. As such, a combined self-awareness and

meta-level consideration is present by making the appropriate distinctions between the

PLIC-ASB as a means versus an end as well as references to other parts of this doc-

ument. Most generally, there is a light treatment of the means-to-an-end here, but

otherwise in this section the PLIC-ASB is the ”means” whereas in the referenced sec-

tion it is an ”end” unto itself.

These additional references provide a comprehensive description of the PLIC-ASB

each with context and vantage so as to promote clarity amid the muddiness of this
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intrinsic means/end challenge. For examples of pseudo-code see appendix A.1 which

is useful for interested researchers of any type of software/CFD implementation or

even for a streamlined view of the algorithmic thought to complement this part of

the document. The use of this method in previously published works is also an ares

for further reading. These include from this author, Shipkowski [105, 106] and its

application with advisor, Perez-Raya [84, 85].

This section is divided into the following parts, stated here to keep a perspective into

how the PLIC-ASB is utilized in the presented research (and how it may be applied to

similar research).

1. Start with simulation data in the proper format

2. Perform data transformation/translation

3. Apply governing equation

4. Continue/repeat ...along with the cycle over all cells for other computational

analysis/simulation steps being used...

These items are expanded upon individually below as:

1-Expanded (Start with simulation data in the proper format):
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1.1 The Volume fraction of phase-2, α2, for the interface cell

1.2 The components of the normal vector, n̂, with respect to the interface:

nx (x-component) and ny (y-component)

This includes that an assumption of simulating on a type of square cell grid of com-

putational cells is taking place. Adaptation to other simulations may be possible, but

guessing at every combination is an absurd task. The described arrangement, a square

mesh, may be: A. 2-dimensional, B. 3-dimensional cubic, or C. axial-symmetric via

rotational symmetry.

• A. Is the most simple formulation, so it will be explained first.

• B. Has a number of different ways to handle so it will require additional treat-

ment.

• C. will require the additional handling that is appropriate to this method of simu-

lation.

In all of these cases, the important part is to understand the computational arrangement

for a 2-dimensional perspective in order to extend the concepts.

2-Expanded (Perform data transformation/translation):

The input data is just three variables. From here, the data types/variables of the fi-

nal governing equation are determined through the appropriate transformation/transla-
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tions.

The volume fraction α2 is transformed into α2,inv. This refers to a transformed value

equivalent to the alternate phase or species, α1, if that is the one with the smaller vol-

ume fraction, dx is the computational cell size, lint is the 2-dimensional linear equiva-

lent length-of-interface (with numbered indices 1 and 2 for tracking the volume frac-

tion dependent and independent forms respectively1 ), n̂ is the interface normal with

components nx and ny, θ is the angle of inclination of the interface with respect to

the x-axis after other rotations, or the angle with respect to the cell wall most close

to parallel with the projected linear interface, and the subscript indices 1, 2 are place

holders for distinction. With these understood equations (3.9) and (3.10) will provide a

calculation of the interface on a cell-by cell basis over an algorithmic or computational

process.

In order to have an analytic solution, a final calculation invariant symmetric degeneracy

was exploited to reduce the level of unknowns. The flow chart (see Fig. 3.5) offers a

visualization of the relative simplicity to use either algorithmic or analytical methods

to implement the PLIC-ASB. The symmetric degeneracies are shown as converting the

variables into alternate non-degenerate forms. The final step of solving is performed by

making an assumption to avoid excessive numerical computational expense (note the

last decision branch in the flow chart). The assumption is easily tested in computational

1There are two formulations which will be given depending on if the interface size is volumefraction dependent

or not.
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terms and may be expressed symbolically, meaning the formula remains analytic. The

symmetry arguments for the PLIC-ASB are as follows:
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Begin/Start

Input: α2, nx, and ny

Find: θ with Eqs.

(3.6), (3.7), (3.8)

αinv,2 with Eq. (3.5),

as well as lint,1 and lint,2
with Eqs.(3.9) and (3.10),

Set lint = lint,1

Is: lint < lint,2
Eq. (3.11)

Set lint = lint,2

Output: lint

Go To Next Cell/End

yes

no

Figure 3.5: This is a simplified flow chart to visualize the PLIC-ASB as an algorithm. The

trapezoids show input/output, the rectangles depict calculating processes, and the diamonds

depict decisions. The rounded corner shapes remind that this calculation can be used as an

instance or a part of a reoccurring loop.
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Piecewise:

This is just to state that the interfaces do not have any continuity condition enforced

at the boundaries of the cells. If an actual physical interface was reduced down to

the set of linear areas or lines used for this size calculation that would be unphysical.

In a similar way the simulation is not using any arbitrarily piecewise discontinuous

interface. Instead, each succesive cell has an adjacent cell with an interface value. If

there is a departure from this interdigitation or tearing would result from a complete

discontinuity. The permitted level of discontinuity is only that no continuity function

is imposed at cell boundaries. Radical discontinuity can occur if permitted, but this

would be an improper use case for a physical simulation.

The importance of permitting a piecewise type fit is to get the closet linear representa-

tion. On the cell-to-cell level; this calculation only impacts transfer rates and physical

size from one time step to the next at most (i.e. transfer rates may be made contin-

gent by the user). Imposing continuity requires imposing at least first order curvature

tracking.

Volume Fraction Transformation:

In order to reduce the degeneracy relating to the volume fraction the following is
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applied. The transformation is contingent on the value being greater than 1/2. No

change/transformation or species change of α2 is needed such that α2,inv = α2 if it is

equal to or less than 0.5, else, α2,inv takes on the value of the other phase or species,

that is 1− α = α2,inv = α1. This maintaining of the volume fraction at the midpoint

of one half or less does not affect the length of the interface; it simply reduces com-

putational complexity due to all of the calculations that can be done from the volume

fraction midpoint or greater are a mirror reflection of those from the midpoint and less

if the difference from the one half fraction is equivalent. It is important to note here

that the lesser value of volume fraction used here is arbitrary and either the greater or

the lesser side could have been used. A similar technique will be used to choose the

small angle of the interface as opposed to the larger one, again just for convention in

solving. However, if both were permitted at the same time and the data remained as it

were prior to this simple transformation it would add complexity to be addressed later.

In computation it could be made into a logical if statement potentially however that

would add to the computational time.

α2,inv =























α2, if α2 < 0.5

1− α2 = α1, if α2 ≥ 0.5

(3.5)

Determining the last part of the data transformation also a crucial component in un-
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derstanding how the methodology of the PLIC-ASB relates to simple concepts from

established geometric forms. Consider how if at any given time step during the course

of a simulation (of the type described / or relating field where this method is used as

a reconstruction algorithm) a simulation, the equation of the line traced by the inter-

face on a 2-dimensional cell is unknown; even unknowable in many cases, but this is

beyond the scope of this section. This unknown interface is approximated as a straight

line in all methods of the PLIC type by definition. The reductive schema employed not

so much in reducing to a linear fit- but in deciding the parameterization and weight-

ing to these processes is what separates one PLIC formulation from another. Here

an exact method (in contrast to an approximation or numerical method) with a main-

tained volume fraction and normal vector describe the enforced parameters. With the

normal vector constraining the angle (i.e. slope) and the volume fraction constraining

the position (i.e. intercept) an equation for a line can be solved. With the data in its

current form this requires determining the slope (fundamentally). Any vector parallel

to this linear interface will have the same slope. Therefore determining the correct an-

gle can be done by rotating the interface normal because the normal vector is defined

as perpendicular to the interface, therefore any arbitrary rotation of π
2

will enforce a

parallel vector, which provides the desired line. This line, if used with the volume

fraction information makes a section of the square cell such the x-vector and y-vector

components reveal the possible angles of interface, the parts of the square cell above

and below the line add up to 1 square in total. However the components of this line
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can yield a number of angles depending on orientation. Per the rotational invariance

paragraph, to follow, the interface size will not change under the rotation of the entire

cell, therefore the cell is considered rotated into a position where the normal is mostly

pointing in the y/up direction and secondarily in the x/right direction a simple function.

−→
t = R n̂ =









0 −1

1 0









(

nx

ny

)

=

(−ny

nx

)

(3.6)

A point to take away from here is that the changing of the indicies and including a

negative sign converts: nx, ny into tx, ty

θ = arctan

(∣

∣

∣

∣

∣

(

tx
ty

)St(tx,ty)
∣

∣

∣

∣

∣

)

(3.7)

St(tx, ty) =























1 if t2x < t2y

−1 if t2x ≥ t2y

(3.8)
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Rotational Invariance:

The actual true cardinal vector direction of the interface should have no bearing on its

size, provided the relative values of the components of the interface parallel line are

preserved. That is, a cell with a normal pointed in the y-direction rotated such that now

it is pointed in the x-direction should in no way be expected to change in size. This

is also true under reflection; if the x direction is replaced for the negative x direction

for example. Rotation invariance is used to so that the angle θ is the smallest possible

angle. Just like with the volume fraction argument, this is an arbitrary choice. The

largest angle could just as easily have been chosen, but leaving it to any angle would

have meant solving for all possibilities on all cells, except for the trivial case excep-

tions. The careful reader might notice that a fully x or y directed interface would be

one such trivial case; the above examples were not given due to the rigour in mathe-

matical detail, but rather their ease of communication. More detail is given in the parts

of this document as described at the beginning of this section for that type of more

rigorous consideration.

3-Expanded (Apply Governing Equation):

The next step is to apply the governing equation. Note that the referenced equations

use dx as the computational cell size and lint as the 2-dimensional linear equivalent

length-of-interface with numbered indices for tracking (i.e. lint,1 and lint,1 are the vol-

ume fraction dependent and independent forms respectively). With the data given the
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equations referenced are just listed out into the volume fraction dependent form: (3.9),

the volume fraction independent form: (3.10), and the final determination: (3.11).

These can be combined into a single form, but separated into these provides a more

intuitive use prior to implementation in a computational package. The final determi-

nation is there so that the calculation can blindly solve the root, but it is required to be

minimized; or more directly it is not physical for the linear interface length to exceed

the independent formulation.

lint,1 =

∣

∣

∣

∣

∣

√

2 α2,inv(dx)2

cos θ sin θ

∣

∣

∣

∣

∣

(3.9)

lint,2 =
dx

cos θ
(3.10)

lint =























lint,1 if lint,1 < lint,2

lint,2 if lint,1 ≥ lint,2

(3.11)

4-Expanded (Continue/repeat): ...

This step is useful in making explicit assumptions common to the CFD field of re-
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search. To this end, the following applies provided the calculation is to be done on

all interface cells as is standard for the simulations conducted by the author and co-

researchers as well as the vast majority of external simulations of this type. The al-

ternative might be an ad hoc calculation, for example. This repeat-step is listed to

make explicit that the PLIC-ASB is a process that is looped over all applicable in-

terface cells. It should likewise be explicitly noted that its existence within said loop

(i.e. a computational while loop) and repeated calling over a series of timesteps is not

an iterative process towards the final calculation. Iterative processes of this type are

those that are being solved numerically and in each iterative step moving closer to the

solution value. Of course, some methods deviate from this and do not strictly adhere

to this idealized description.

With the concept stated, that the PLIC-ASB is to be looped over all interface cells it is

simple to imagine a successive repeating process nested as:

( 1, 2, 3, 4 then ( 4-I, 4-II, 4-III, 4-IV then (etc...) ) )

The nested layers are not needed outside of their in text ambiguity removal and ped-

agogical function. Object oriented programming languages provide an easy path for

repeating even series of calls without nesting.

If restarting the process with:

4-I (Simulation data in the proper format):
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α2, nx, and ny the volume fraction of the interface cell and the normal vector compo-

nents, respectively.

4-II (Perform data transformation/translation):

α2,inv from α2 using equation: (3.5)

θ from nx and ny using equations: (3.6), (3.8), (3.7)

4-III (Apply governing equation):

lint from above using equations: (3.9),(3.10), (3.11)

4-IV (Continue/repeat): ...all cells...

3.1.4. Application of PLIC-ASB to eight example interface cells

This section illustrates the application of PLIC-ASB to eight different computational

cells with an interface. The examples give the steps and interface transformation ex-

pected to occur when applying the developed method. Fig. 3.6 shows the eight cases

consisting of interfaces with different volume fractions α2 (here depicted as the non-

shaded region) and inclinations given by the normal and tangential vectors. The tan-

gential vectors may orient arbitrarily, as the user can choose any orthogonal rotation.

Also it is important to be cautious that some CFD software packages will not return

normalized or even reasonably bounded values for the normal vector, so do not rely on
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these values to be the unit vectors without investigation.

Figure 3.6: Eight computational cells with an interface. PLIC-ASB is applied to each of these

cases for illustrative purposes. Adapted from prior work [106].

As illustrated in the flow diagram (see Fig. 3.5), the first step is finding the smallest

angle θ formed between the interface and the x-axis to identify the interface inclination.

Steps 1 and 2 below indicate the steps to find θ. Figure 3.7 shows (top section of the

figure) the estimated lower angle between the interface and the x-axis.

• Step-1. Calculate the tangential vector with Eq. (3.6).

• Step-2. Utilize the tangential vectors to find the angle θ with Eq. (3.7).

After identifying the angle of inclination θ, PLIC-ASB reflects and inverts the interface

if the volume fraction α2 is greater than 0.5. Reflection and inversion are needed to

generate the analytical equation. The following step is conducted to reflect and invert

the interface. Figure 3.7 shows (i) the original interface, (ii) the reflected interface, and

(iii) the inverted interface for the cases with a volume fraction α2 greater than 0.5.

• Step-3. Reflect the interface to create a geometrical triangle that will be used to
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generate the analytical equation. Utilize Eq. (3.5).

Figure 3.7: PLIC-ASB transformation of interfaces that are part of a cell with volume fraction

greater than 0.5. Top: non-modified cells with the interface, middle: transformed cell, bottom:

inverted cell. Adapted from prior work [106].

Figure 3.8 shows the analyzed cases after passing the reflection and inversion process.

The geometrical triangle is now formed. Cases (a), (d), (e), and (h) created a triangle

formed by phase-2 (white color phase) with the interface intersecting the edges of the

computational cell. The area of the triangle is given by A = lint cos θ lint sin θ/2 or

half the base times height. These cases are the volume fraction dependent cases.

The cases where small changes to the volume fraction does not change the interface

size are the volume fraction independent cases. In cases (b), (c), (f), and (g) the area
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solving potion can be neglected. The interface length is given by lint = dx/cos θ. The

prior result now in more detail.

Figure 3.8: PLIC-ASB position of interface and phases of analyzed cases after the reflection

and inversion process.

Next, PLIC-ASB utilizes the geometrical relations to derive algebraic equations that

calculate the two possible values of the interface length. The following steps are per-

formed.

• Step-4. Calculate lint,1 with Eq. (3.9).

• Step-5. Calculate lint,2 with Eq. (3.10).

Finally, PLIC-ASB applies step-6 to compare the calculated lengths and identify the

size of the interface lint in the computational cell.

• Step-6. Identify the interface size lint by comparing lint,1 and lint,2 with Eq.

(3.11).

In 2D flows, the interface length equals lint. In 2D axisymmetric flows, the interface

length should get multiplied by 2πrc (where rc is the distance from the axis of rotation
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to the interface center) to get the interface surface area.

3.2. METHODS APPLIED TO SHOW THE ACCURACY OF THE DEVELOPED APPROACH

3.2.1. Verification and Validation

The Verification and Validation (V&V) of the PLIC-ASB here is in reference to an

accommodated meaning in line with the computational science usage, distinct from

other fields of software. It is Roache [90] who is responsible for the loosely quoted:

Verification means you are solving the equations right. Validation means that you are

solving the right equations. Though as Oberkampf, Trucano, and Hirsch [75] not the

most technically accurate meaning of this term is for an entire model - not a single

calculation or function. Yet the the scaled back activities certainly could apply to

computation where an entire model is not in question. The use of descriptive ideal,

possible, and ineffective option section helps this to be a particularly useful resource.

The Verification used here for the PLIC-ASB is about the action of this method in

terms of what does the input and output look like and how unusual can it be made. It is

to ensure that first, the User Defined Function (UDF) of the method is operating as it

should be (insofar as user error can be discovered) and that 2. there are no functioning

gaps from any proper operation no matter how unusual (exhaustive input check for

error in the program).
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Validation as it is used here is the process of ensuring that the PLIC-ASB method’s

results are not just precise, but accurate in the sense that what is being produced has

significance beyond an approximation or worse an animation. An animation can make

any sized bubble and do so with flawless precision. It is the realm of CFD, and any

physics-based simulation to encounter new geometry, altered variables, or a previously

unreachable /unstudied position with sensors and reveal at least a reasonable approxi-

mation of the underlying physics.

Verification through multiple implementations:

This PLIC-ASB method has been tested in the primary software, Ansys Fluent, but it

was first tested in MS Excel. It has been operated in MATLAB, Mathematica, and a

graphing calculator. The point of this is to explore the user capacity and trouble spots

as well as have maximal access to every way to further explore the second half of

verification.

After working out implementation and trialing for user error- verification calls for an

exhaustive trial for program fault type sampling. There are limitations to a PLIC-type

method, but that is not what is intended, rather the question is if the input is the exact

wrong combination can a catastrophic failure of calculation occur?

It is also worth pointing out that reducing the cell size (i.e. mesh refinement) is nearly

superfluous for this UDF. That is this is very context specific. If a shape has reduced
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cell size it has the impact of reducing curvature and eliminating features which can

be done through other means thereby permitting mesh position shifting and curvature

(or feature) size to be de-coupled. The refining of mesh and the previously mentioned

items are tested for individually and there will be discussed mesh refinement in the

results section when the PLIC-ASB is not the only and crucial component at work in

an overall multiphase model. If instead the purpose was to create a model attached to a

particular software such as Fluent, where the PLIC-ASB was incorporated, then mesh

refinement would be tied to verification and more over it would be almost pointless to

proceed with any validation without said verification. This can seem to be a bit of a

semantic point, yet the importance of such semantics and nuance was a key feature in

Roache’s direction on the subject [91] finding that getting tied up in sematntics is not

the point but giving these important items words can alter the course of a project.

The unknown type flaws have been actively pursued after the basic input output test-

ing. The closest version of this that has been found, was discovered proximal to when

exhaustive testing was started. The problem input is a combination of very low angle

and very low volume fractions. In these cases, it is possible for a cell’s interface to be

calculated improperly. What happens is that the low angle, in practice should be calcu-

lated as so close to horizontal that the cell interface is intersecting opposite cell sides.

The error occurs when the low volume fraction places the interface close enough to

the adjacent side that very exaggerated readings can occur. There is sensitivity testing
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with the integration routine, shape rotation, and off integer alignment all in the static

shape portion of the results that in part included determining if this was a significant

concern for for similar but less drastic feature that may present in simulation.

Accuracy and Validation:

In the Results portion of this document, a number of tables containing data on the

relative error of listed cases are provided. In these tables, the VOF gradient and the

PLIC-ASB methods are compared. Gathering the entirety of this data it is evident

that the PLIC-ASB does reduce the error of the VOF gradient method in contrast by

well over half meeting the hypothesis statement. Averaging the data sets yielded a

value of 28% where 100% would mean no change and 50% would mean half of the

level of error present of the existing error. Most individual tables have values of 26%.

Although the variance of the VOF calculated data is high, this has not led to significant

outliers disrupting the data. There are 3 data points out of 34 that do not seem to reduce

the error by half or more.

Validation has also been performed implicitly as this method is both theoretical (per-

miting its errors to be diretly calculated) and it was brought into use constantly trialed

against other methods as part of the prior research phase development.

88



Methods and Experimental

3.3. EXPERIMENTAL SETUP

This Section, The Experimental Setup, refers to the key details in how the simulations

or other computational tests were performed. In the following sections please find: Data

generation information 3.3.1, the CFD software relies on a proper dataset for operation.

This subsection describes the use of the integration routine and other methods for data

generation, acquisition, and testing; User Defined Functions (UDF) including Imple-

mentation of the PLIC-ASB 3.1.3, provides a guide for the concept of UDFs and how to

use the PLIC-ASB in any given researcher’s code; the technical details of the compu-

tational Fluid Dynamic (CFD) software setup 3.3.2 , provides the parameters/settings

and software-specific methods needed to reproduce this research (along with the data)

in lockstep; and information and specifications about the associated computing re-

sources used throughout this research 3.3.3, provides information about the hardware

and software (meaning software beyond Ansys-Fluent) that has gone into supporting this

research with special interest in high-performance computing.

3.3.1. Data Generation: Integration Routine and CFD Tools

Simulations in the CFD software Ansys-Fluent require an initial dataset. Although

there may be other ways of using the software, the use case of this software for the

research discussed treats the data as essentially the initial conditions of the simulation.
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The form of this data can be simple. For example a set of fractional values indicating

the volume fraction of the corresponding cells at particular coordinates as governed by

the organization of the set. Succinctly, the data is in the form of a vector container that

has a proprietary transform into a an appropriate higher order tensor, usually an array.

These data can have set extrinsic parameters such as temperature by phase or with a

corresponding vector, and likewise intrinsic properties of each phase may be set such

as density.

To begin the simulation every computational cell in the simulation domain will have

an assigned value. Often a curve as defined by f(x) or multiple such functions are

used. The space bounded by the function(s) could be phase-2 while the space outside

is phase-1. Any cells that the function intersects will take on an appropriate fractional

value. Fluent includes tools to create these data, however it has been found that there is

a level of approximation that is noticeable enough that it may influence believed static

case convergence in the literature. If the same or similar methods are used to formulate

the data and then read the data back, this should not be a surprise.

When creating a dataset, determining the appropriate shape is where the difficulty lies

at a minimum. The larger difficulties include sourcing accurate data and sourcing

said data when it is not/can not be functionally expressed or defined. For this reason

and for testing reasons the integration routine was developed using primarily Wolfram

Mathematica. Exact integration of simple and not-so-simple shapes piecewise over
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individual regions (an imposed separated floating mesh) were compared with the data

produced by Fluent after it was noticed that repeated output from fluent calling for an

identical dataset resulted in minor deviations.

The integration routine operates to test in a separate way from any of the standard

CFD packages and to generate reliable datasets. The data are produced by defining a

mesh with the ability to adjust its total size, subdivision size (cell size), and number

of divisions according to the needs of the job. Parallel to this mesh any shape or

experiment of interest is then defined as the function f or a set of functions f0, f1, ...

as is expedient. It is often useful to use two or more functions to define a bounded

region where one phase exists. Given that the mesh and function(s) to be evaluated are

independent, a precise value of total volume, area, perimeter can be calculated if it is

defined (i.e. Gabriel’s Horn infinite area problem).

An additional operation of the integration routine is in converting image data to volume

fraction data. This is the previously noted case where no function can be used to

define the interface. The process used is to process the image into something like an

intensity-based distribution. At its most simple this is use of gray-scale or black and

white conversion options. Generally, there is image specific data that is favored which

could help inform the discrimination. To give a simple example, consider an image

with a good signal to noise ratio on blue and no noise on red but an incomplete signal.

This image could be converted into two intensity distribution maps of these colors.
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Any converted image does not need to have a one-to-one pixel-to-cell relation or even

line up along the mesh. Although these are options and it is possible to even forgo the

mesh and simply read off the converted data. At the same time, the mesh can translate

a more detailed image into resultant cell values. The scenario where the image has

fewer pixels than the mesh has cells is unremarkable and mostly used for a simulation

that will require higher detail going forward.

3.3.2. Simulation settings

In this section, details are given on the particular setup for the Computational Fluid Dy-

namic (CFD) software based on the interest in testing benchmark type problems and

evaluating the advantages of applying the PLIC-ASB method versus others. Of par-

ticular interest is finding any deficits in the PLIC-ASB in modeling multiphase flows

where the interface surface area plays a primary role. Although somewhat arbitrary or

a matter of convention, below is described phases of type 1 and 2. Liquid and vapor

are more specific phases, states, or species. The interchange of these has only subtle

meaning. In testing various phase-2 static and dynamic shapes immersed in a bulk of

phase-1 with known interface surface areas (initial condition). Equation (3.12) is used

to compute the volumetric mass transfer where the interface surface area comes from

the VOF gradient method Eq.(3.13) or the PLIC-ASB method.
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m′′′

lv = m′′

lv

Aint

Vcell

(3.12)

Aint = |∇αv|Vcell (3.13)

For the simulation, Eq.(3.14) is the VOF interface tracking equation used.

ρv

(

∂

∂t
αv +▽ · αv

−→vv
)

= m′′′

lv (3.14)

where ρv is the density of the vapor, αv is the vapor-volume-fraction, v2 is the velocity

of the vapor phase, and m′′′

lv is the volumetric mass rate liquid to vapor. The dependence

of the volumetric mass rate with the interface surface area and volume of the cell is

calculated by Eq.(3.12). Ansys-Fluent was used throughout the simulations detailed in

this document. Both of the main approaches used in the simulations (VOF gradient and

PLIC-ASB) require some modification of the software for Ansys-Fluent to compute

the volumetric mass transfer. The mass flux is either constant (proportional) or it is

calculated based on the temperature gradients normal to the interface, these are the

adiabatic and non-adiabatic conditions, respectively.
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m′′ = − kl
hfg

∂T

∂nint

(3.15)

For the non-adiabatic conditions, Eq. (3.15) provides the relation of mass flux and

temperature gradient, where kl is the liquid thermal conductivity, hfg is the latent heat

of vaporization, T is the temperature, and nint is the interface-normal directed variable.

This variable is the quantification of the particular interface normal vector, generalized

for commonly used Euclidean spaces R
2 or R3 to the interface direction of arbitrary

cells which can be obtuse put in general. However, for a spherical bubble centered on

the coordinate system origin, this nint becomes the variable r.

Naturalistic reasoning and the body of empirical evidence is used in concert with find-

ings from Fedkiw, Gibou, and colleagues [27,33,34] who note how implementation of

discrete temperatures can be made in error with an example using ice forming above

the freezing point though misapplication. By this description the crucial aspect for this

was also revealed. That is additional tunability can lead to unintended user error. Due

to the need to include temperature dependence and the sharpest possible interfaces in

the simulations we offer. Here the interface cells are set to a fixed temperature con-

dition (cells where α2 ̸= 1 or 0 , T = Tsat). Functional and perturbative tuning is

possible, in case that helps to more closely represent fine detail from experiment, but

it was not used.

94



Methods and Experimental

Additional methods and algorithms are used in order to maintain a sharp interface

for the simulations performed. Available techniques of interface tracking with mass

transfer include, but are not limited to:

1. Smearing the interface into a restricted number of cells with an interface-sharpening

equation [97, 98, 99] (this is in contrast with the more pervasive interface smearing

technique which does not preserve a any sharp interface, however it remains a matter

of mitigation).

2. The distribution of mass source terms in multiple cells around the interface [38, 61,

72].

3. The advection of the interfacial mass flux through the faces of the interface cells

with a split approach [6, 36, 130, 131].

With the goal of simulating the sharpest interface a technique suited to the PLIC-ASB

was considered. Perez-Raya and Kandlikar [84, 85] proposed a segregation algorithm

that declares mass transfer only at interface-cells that share a face (i.e. cell boundary)

with a vapor-cell; adding a second condition onto having a fractional composition.

The method is compatible with the VOF gradient method, but designed for the PLIC-

ASB. No smearing is required so the interface can remain as sharp as possible. Mass

transfer is defined only at the select cells so that the simulation can avoid non-physical

interface effects which usually require a diffuse interface to accommodate. It prevents
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the advection of large mass fluxes to interface-cells that have a small interface.

The present work uses this segregation algorithm to simulate bubble growth, except in

where alternative methods are noted or it is otherwise explicitly stated otherwise. This

approach permits the sharpest possible interface for these simulations.

Technical specifications for the default CFD software used in the simulations includes:

the continuity and momentum equations were solved with the SIMPLE (Semi-Implicit

Method for Pressure Linked Equations) algorithm. The PRESTO (PREssure STag-

gering Option) scheme interpolated the pressure values at the faces in the momentum

equation, see eq. (3.16) for the discretetized pressure equation, which is also used

for momentum [126]. The Power-Law scheme discretized the convective terms in the

energy equation. For the diffusive terms in the momentum and energy equations, a

central difference second order discretization scheme was utilized. The VOF equation

was solved with an explicit scheme of sharp interface modeling without interfacial

anti-diffusion. The convergence criteria for the continuity, momentum, and energy

equations was 110-7, unless otherwise specified.

In addition, Perez-Raya and Kandlikar give detailed information on these methods and

the Ansys-Fluent customization [82, 84, 85].

For more details on the discretization schemes, the reader is directed to Ansys-Fluent

documentation [110] and Versteeg and Malalasekera [126] as the description of the
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details of the PRESTO! staggering scheme with associated equations requires the 6th

chapter in the cited text to describe pages (179 -190). Figure 3.9 will guide the evalu-

ation of the following indices i, I, j, J as to how they are related.

Figure 3.9: This diagram illustrated the meaning of the indices i, I, j, and J in the staggered

scheme referrenced [126].
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aI,JpI,J =

aI+1,JpI+1,J + aI−1,JpI−1,J+

aI,J+1pI,J+1 + aI,J−1pI,J−1 + bI,J

(3.16)

where

aI,J = aI+1,J + aI−1,J + aI,J+1 + aI,J−1 (3.17)

With coefficients where Aisthecellface:

aI+1,J = (ρdA)i+1,J

aI−1,J = (ρdA)i,J

aI,J+1 = (ρdA)I,j+1

aI,J−1 = (ρdA)I,j

bI,J = (ρûA)i,J − (ρûA)i+1,J + (ρv̂A)I,j − (ρv̂A)I,j+1

(3.18)

Where the pseudo velocity components û, v̂ are given as Eq. (3.19) and d = A/a in

respective index.
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ui.J = ûi,J + di,J(pI−1,J − pI,J)

vI.j = v̂I,j + dI,J(pI,J−1 − pI,J)

(3.19)

3.3.3. Computing Resources

The combination of software and hardware used in the body of research described here

is wide-reaching, from privately sourced to publicly available so much that it is likely

excessive to scrupulously document minor contributors. The most notable for reasons

of repeatability, audit, and disclosure are:

99



Methods and Experimental

Hardware:

High performance computing cluster, RIT Research Computing Services

2304 cores (Intel Xeon Gold 6150 CPU at 2.70GHz)

24 TB RAM

100 Gbit/sec RoCEv2 interconnect (Mellanox MLX5/Juniper QFX210-64c)

(This helps to reveal why jobs that do not run in parallel will likely run fastest

on a personal computer).

Personal computers (specifics listed where pertinent)

Software:

Simulation: Ansys-Fluent ( 19.2 )

Wolfram Mathematica (mostly v11 and 12)

For additional details, example code, and script snippets, please see appendix (A), the

computational appendix for this document.

Although not all of the simulations are suited for the use of the Research Computing

Services (RC)/cluster computing, where applicable a number of simulations were per-

formed using this resource. RC offers the ability to bring the power of many cpus on

a problem which is valuable if the computational problem is able to be highly divided

among a number of different cpus at the same time (i.e. suitable for parallel process-

ing). Some programs are very easy to parallelize where as others are seemingly im-

possible. Thankfully the simulations from this research tend toward the former. Please
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see [92] for added information/documentation on RC at RIT.

The RC SPORC (Scheduled Processing On Research Computing) at RIT is a High

Performance Computing (HPC) cluster with Red Hat Enterprise-7 operating system

which is familiar to those with HPC experience and to a degree Linux or bash/com-

mand line users. The S in SPORC is for scheduled which means that preparing jobs

and submitting them in a mode for the scheduler to populate as appropriate (i.e. batch)

is a great feature, despite almost no immediate user feedback from the system. The

system provides a means to increase computing throughput and prevents users from

waiting in a sort of queue themselves or planning use time around a restrictive sched-

ule. Maximized processing is too nebulous to measure and even in the best cases would

require some resources to triage input requests for allocation or allotment as well as

operate the interface nodes for jobs to be submitted and upload down processes. Meta-

analysis finds that not only is this the case, but that said allocation is a driving factor

in quality of service (QoS), throughput, and other indicators despite raw processing

speed for cluster, grid, or cloud-based HPC [45].

This should not be confused with meaning the processing power is of no consequence,

rather that there are diminishing returns not a linear sort of cost-benefit increase. With

that the software and hardware both are crucial for operations.

The use of HPCs for big data processing applications such as weather forecasting,

astronomical, manufacturing optimization, commerce, energy exploration, speculative

101



Methods and Experimental

markets, and other commercial interests contines to grow. A distributed multi-tier

grid including international labs is the arrangement used for the large collaboration,

CERN in handling high energy physics data processing and storage. Local clusters

are more common to find in any given academic setting where particular job demand

and funding may not lead to much HPC interest. Until recently the choice of such

processing power for interested parties has been the HPC of access, however with

continuing advancements such as on demand/pay for time and cloud infrastructure

the capabilities of HPC are permitting more and more computationally demanding

computational science to becoming a growing sub-discipline within fields previously

unanticipated. For this reason we encourage development of this type of resource for

the progression of computational science.

Optimization for the RC Cluster: From testing to improve the performance of these

simulations it was discovered rather quickly that the RIT RC cluster issues real-time

aka wall clock time not CPU time for processes in scheduler rotation. From this only

the weakest link in resource management optimization could be performed. This is

because job run time was primarily a function of the amount of resource demand, type

of resource demand, and amount of on schedule rotation time. These items are mostly

obscure to a user in a quantifiable measure. Despite this difficulty, this scheduling

arrangement should not be considered problematic. The use case is what determines

best practices and limits based on realtime are useful in both business settings and in

102



Methods and Experimental

research areas where demand can be highly variable to permit accessibility. Further,

there are of course methods to further test a program for best resource optimization,

however in the cases stated here it was discovered that resources varied significantly

enough between simulations so as to make such an investigation unfruitful for a user

with some experience in high-performance computing and not a need to repeat very

similar code. On the other side, if using a similar process over a steady stream of data

this arrangement would be ideal.

Below is an overview of the workflow when using a resource such as the RIT RC

cluster. It is omitted that one must open a terminal and log in generally the Secure

SHell (SSH) protocol is needed and for this research MobaXterm was used. It should

also be noted that one may exit the active session after submitting an executable to the

scheduler without interrupting the anticipated completion of the job. It is good practice

to monitor when an untested script/program is going to run for the first time and to

check account activity for unanticipated behaviour such as inadvertent over-requesting

resources or a job running with a typo leading to a null simulation.
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The use of an HPC resource as a workflow is as follows:

1. Prepare an Ansys-Fluent program and data set

2. Prepare any User Defined Functions (UDF) for the program

3. Prepare a job-script for calling the Ansys-Fluent program, data, UDF(s) The

Executable

4. Prepare an RC script calling the job to run per the scheduler, including loading

the needed software/Run Time Environment (RTE)

5. Request a job through the script from item (4.)

6. Wait... Check that the job is running well, correct as needed.

7. If job/program completes in the allotted time, go to step (11.), else go to step (8.)

8. Use the last data output file as the data set in step (1.)

9. Update the script(s) in steps 3 (and 4 if needed) to correspond to the simulation

time completed. (e.g. if 6 ms out of 10 ms completed change start time from 0

ms to 6 ms) More on this step: The general process is stitching together a complete simulation

out of multiple sub-jobs. This step is included for cases where time limits do not permit the

simulation to complete in one pass. Data near the end of pass 1 may be used as the initial data of

pass 2

10. Go to item (4.)

11. Download the completed simulation data and stitch together if necessary
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3.4. SIMULATION CASES

In this section a number of simulation cases are described. These cases are used for

validation and verification (V&V), to uncover any areas of deficiency for the PLIC-

ASB/surrounding methodology, to compare and contrast with established methods, and

as an iterative path to improve the research team’s capacity in the pursuit for phenomeno-

logical insight.
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Figure (3.10) illustrates various static cases analyzed, including (with letters a, b, c, d referenc-

ing) those used in Fig (3.10):

(a) 2D centered circle: General test case

Nature: Time-dependent adiabatic, static

Formal: Off-integer cell alignment, various mesh sizes

(b) 2D and axisymmetric 3D quarter-spherical: Increased realism test case

Nature: Time-dependent non-adiabatic, Static

Formal: Off-integer cell alignment, various mesh sizes

(c) square rotated: special case used for V and V.

Static case used for added formal data

Shape rotated for cell-by-cell evaluation of corner and face cells at known angles

(d) semicircle-cut-out-square rotated: special case used for V and V

Static case used for added formal data

Shape rotated with the concept from (c) but added cell-by-cell analysis of well-

defined curve

The circle radius is 0.1 mm, which corresponds to the radius of a small nucleated bubble.

Cases (a) and (b) are included to evaluate the effect of the grid cell size of 1, 5, and 10

µm with a bubble radius of 0.1 mm.

Cases(a) and (b) evaluate the effect of slight changes in the bubble radius with a grid cell
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Figure 3.10: This figure depicts multiphase cases. (a) 2D centered circle, (b) 2D-axisymmetric

quarter-spherical, (c) square rotated, (d) semicircle-cut-out-square rotated. Adapted from prior

work [106].

size of 5 and 10 µm.

Case(c) evaluates the effect of the angle of rotation (0, 22.5, 45, 67.5, and 90◦) in a square

shape and a grid cell size of 1 µm.

Case(d) evaluates the accuracy in a circular and square geometry rotated at an angle of

45◦.

Figures 3.10(a) and 3.10(b) illustrate the dynamic cases analyzed, including (a) 2D cen-
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tered growing bubble and (b) 2D-axisymmetric quarter-bubble. Case(a) consists of bubble

growth in adiabatic liquid with a constant mass flux. Case(b) consists of bubble growth

in superheated liquid with a variable mass flux. The initial radius of the bubble was 0.1

mm, and the working fluid was water at 1 atmosphere with a 5 K superheated level (non-

adiabatic bubble growth). Case(a) considered grid cell sizes of 10 and 1 µm. This leads to

a relatively lower resolution simulation. It is not pushing the limit of what is possible for

these methods, but by remaining in the range where every cell can be hand calculated this

is suitable for noting differences and evaluating them at a causal level. Case(b) considered

smaller grid cell sizes of 1, 0.6, and 0.2 µm to capture the thermal film near the bubble

edge. In the simulation of case(b), the mass flux is estimated based on the heat flux at the

interface [84].

In bubble growth with a constant mass flux (adiabatic bubble growth), the theoretical

expression for the radius as a function of time is given by:

R(t) = R0 +
ṁ′′

ρv
t (3.20)

For the non-adiabatic bubble growth cases, the mass flux calculation is dependent on the

temperature gradient at the interface. The temperature gradient evolves in time due to

changes/interactions in the interface-liquid system such as the development of the ther-

mal layer, and the surrounding temperature distribution (i.e. liquid nearing saturation or
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superheating depending on simulation). Scriven’s theory on spherically symmetric phase

growth [101], is derived with an infinite medium region to address the known physics

and provide the general solution. It is simplified for growth controlled by heat and mass

transport. The initial conditions consist of a small spherical bubble immersed in a liquid

medium, the vapor and the interface have a temperature T = Tsat, and the liquid has a

temperature T(r, t=0) = TB. As time evolves, the interaction between the liquid and the

interface creates a thermal film in the liquid adjacent to the interface. The radial depth of

this thermal film increases with the time evolution due to bubble-liquid conduction heat

transfer.

From Scriven’s solution [101], the bubble radius is Eq. (3.21)

R(t) = R0 + 2β
√
αl t (3.21)

where β is a growth constant obtained from solving Eq. (3.22).

2β3 [hfg+(TB−Tsat) (cl−cg)]

∫

∞

β

λ−2exp
(

−λ2−2εβ3λ−1
)

dλ=
cl (TB − Tsat) ρl/ρg
exp (λ2 + 2ϵβ2)

(3.22)

From mass conservation, Eq. (3.23) calculates the theoretical fluid velocity magnitude in

the radial direction at a specific time as:
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ur =
R2

r2

(

1− ρv
ρl

)

R′(t) (3.23)

where R is the interface location, r is the radial location, and R′(t) is the interface veloc-

ity. The mean absolute error (MAE) estimated the error between the theoretical and the

simulated velocities as:

MAE =
1

N

N
∑

i=1

|ur,th,i − ur,sim,i| (3.24)

where N is the number of computational cells in the simulation domain, ur,th,i is the

theoretical velocity magnitude at the cell i, and ur,sim,i is the velocity magnitude from

the simulation at the cell i. Eq. (3.25) shows the formula that computes the relative error

between the expected and the estimated interface surface area:

Rel.error =
Ae − Am

Ae

(3.25)

where Ae is the expected interface surface area or interface length, and Am is the interface

surface area calculated with the method (VOF gradient or PLIC-ASB). It is paramount

to observe that a negative value of the relative error indicates an overestimation of the

expected value.
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3.4.1. Bubble Growth Over a Heated Plate

This next case for consideration is of interest because it represents an idealized realistic

boiling experimental scenario. In pool boiling experiments a substrate is oriented be-

low the developing bubble and is the source for continued growth. Some arrangements

require special caution in monitoring for CHF as melting experimental components

will occur directly after [67, 81]. In a pool boiling setup, after the Leidenfrost transi-

tion, only a reduction in heat transfer is the immediate risk which may include damage

to any surface enhancements.

Here we extend testing of the PLIC-ASB to a common application where high res-

olution is critical. The degree of difference between the proposed research and the

VOF gradient method will be quantified by comparison with available experimental

data. Eventually, we will perform multiphase modeling with multiple bubbles occur-

ring with accurate heat and mass transfer mechanisms that will help us predict boiling

performance in large-scale systems.

Figure 3.11 shows the analyzed case of bubble growth over a heated surface. The

initial conditions consider a small bubble of 0.1 mm in radius seated over the heated

surface and forming a contact angle ϕ of 40◦. Also, the initial conditions assume the

liquid to be superheated with a linear temperature profile of 373.15 K at the surface

and 379.35 K at a distance of 1 mm. Gravity conditions are taken into consideration
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per experimental apparatus resulting in buoyancy forces that contribute to the bubble

departure. In addition, the simulation considered microlayer evaporation to account

for the evaporative conditions at the triple-phase contact line.

The microlayer model assumes 1D fluid flow along the horizontal direction and 1D

heat transfer along the vertical direction. It also accounts for the effect of the molecular

forces with a modified Young-Laplace equation, Eq. (3.31) [85, 127]. Under these

conditions, the governing equations for fluid, heat, and mass transport are as follows.

Reference nomenclature for the following equations in order of appearance:

u Fluid velocity in ξ

η Axial coordinate

ξ Radial coordinate

µ Dynamic viscosity

Pl or Pv Pressure of the liquid or vapor, respectively

δ Film thickness

m′′

e Mass flux (evaporation)

m′′

mic Interfacial mass flux in the microlayer

ρv Vapor density

q′′e Interfacial heat flux in the microlayer (evaporation)

Tw,mic Surface temperature at the microlayer

Tsat Saturation temperature

112



Methods and Experimental

hfg Latent heat of evaporation

Rint Interface resistance/simplifying notation

kl Thermal conductivity of the liquid

f Evaporation coefficient

R Ideal gas constant

σ Surface tension

K Curvature

A Hamaker constant

Equations (3.26) and (3.27) give the velocity distribution in the microlayer and pressure-

velocity relation. The standard no slip at the solid-liquid interface and the (vanishing)

sheer stress in liquid-vapor interface is neglected.

u (η) =
1

µ

(

dPl

dξ

)(

η2

2
− δη

)

(3.26)

dPl

dξ
= µ

d2u

dη2
(3.27)

Next, Eqs. (3.28) and (3.29) from Wayner, Kao, and LaCroix’s application of Clausius-

Clapeyron equation [128], q′′e = hfgm
′′

e , and Kamotani’s 1D heat transfer reduction
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for the microlayer [53]. Where Rint is given as an interfacial resistance term useful for

streamlining the equation.

me
′′ =

d(mmic
′′δ)

dξ
= − ρv

3µ

d

dξ

(

δ3
dPl

dξ

)

(3.28)

qe
′′ =

(Tw,mic − Tsat) +
Tsat

hfg ρl
(Pl − Pv)

Rint + δ/kl
(3.29)

Rint =

(

2− f

f

)

Tsat

√
2πR Tsat

h2
fg ρv

(3.30)

Pl − Pv = −σK − A

δ3
(3.31)

In Eq. (3.28), mmic
′′δ gives the mass flux per unit contact line length; it assumes that

mass flux in the microlayer is given by mmic
′′ = ρū, where ū is the mean liquid veloc-

ity. The interface curvature K in Eq. (3.31), the modified Young-Laplace equation, is

given in Eq. (3.32)

K =

d2δ
dξ2

(

1 + (dδ
dξ
)
2
)3/2

(3.32)
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The solution to the system of differential equations gives the mass flux in the mi-

crolayer. To couple the microlayer model to the numerical simulation, the obtained

magnitude of the microlayer evaporation is applied to the numerical simulation as a

mass source term in the computational cells containing the triple-phase contact line.

Perez-Raya and Kandlikar [85] give a detailed description of the methods followed to

solve the microlayer model and its implementation in Ansys-Fluent.

Figure 3.11: Schematic of a nucleate boiling simulation where the bubble is growing due to the

condition of a heated surface. Adapted from prior work [83].
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Chapter 4

Results

In this part of the document results are reported from simulations using the Piecewise Linear

Interface Calculation-Analytic Size Based (PLIC-ASB) method. These results are compared

with anticipated values found based on theoretical predictions and empirical findings. The

quality of the PLIC-ASB results are evaluated on their own merits as well as against the VOF

gradient method due to the similar research space these two methods occupy.

These items are placed in conformity with the objectives laid out in Section 1.1 for greater

clarity. The findings from the results here confirm the remaining open points of the hypothesis.

These items include from the starting point of test cases for further Verification and Validation

(V & V) to realistic simulations in line with experimental data that has been considered and

retested by previous researchers [108].
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4.1. APPLYING VOF GRADIENT AND PLIC-ASB METHODS TO STATIC INTERFACES

The first item to report is a circle from the general configuration Section 3.3, Fig. (3.10)

type (a). Based on the objectives of Section 1.1.2, this test is part of Objective 3.

Table 4.1 shows the quantified interface length obtained with a 2D circular and static

multiphase shape. Fig. (3.10)(a) provides an illustration of the analyzed 2D circular

shape; the radii of the circle are 0.1, 0.101, 0.105, and 0.107 mm, and the grid cell sizes are

1, 5, and 10 µm. The magnitude of the radius and the grid cell correspond to conventional

values utilized in research related to multiphase modeling [24,98,118,141]. The interested

reader can calculate the value as 2 π r . The mesh refinement did not show much effect

for either method here. As is evident in the table the noise between trials of the same cell

size has a greater impact on the PLIC-ASB method, and the VOF gradient method shows

the reverse anticipated relationship. However, this is not enough data or a broad enough

sample for any conclusions.

The other change shown in the table is the slight variations in the radius help to evaluate

interfaces of various orientations in computational cells without respect for any accident

of alignment due to numerical matching of cell size and feature size. Taking this further,

the circle was also placed off-center to ensure no special lining up was occurring.

The table shows the expected and computed lengths and the quantified error for the vari-

ous analyzed cases. The expected length ranges from 0.628 to 0.672 mm. Results revealed
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Table 4.1: Comparison of VOF gradient and PLIC-ASB method in calculating interface length

in 2D circular objects case (a) from Fig. 3.10
Data from Case (a)

Category Grid

cell

size

(µm)

Expected

(mm)

VOF

gradient

(mm)

PLIC-

ASB

(mm)

Error

VOF

gradient

(%)

Error

PLIC-

ASB

(%)

Centered (Ro=0.1 mm) 1 0.628 0.525 0.6505 16.436 -3.538

Centered (Ro=0.1 mm) 5 0.628 0.507 0.6403 19.258 -1.902

Centered (Ro=0.1 mm) 10 0.628 0.481 0.6172 23.469 1.773

Centered - Off Integer

(Ro=0.101 mm)

10 0.635 0.541 0.6829 14.825 -7.607

Centered - Off Integer

(Ro=0.105 mm)

10 0.66 0.571 0.688 13.48 -4.285

Centered - Off Integer

(Ro=0.107 mm)

10 0.672 0.572 0.7045 14.975 -4.788

that the computed length with VOF gradient ranges from 0.481 to 0.572 mm whereas the

computed length with PLIC-ASB ranges from 0.617 to 0.7045 mm. The computed er-

ror ranges from 13% to 23% with the VOF gradient method and 1.8% to 7.6% with the

PLIC-ASB.

It is important to highlight that the VOF method average relative error is about 17%,

whereas this error quantity with the proposed PLIC-ASB method is about 3%. These val-

ues, as well as all but one from the table, are well below the threshold from the hypothesis.

The obtained results demonstrate that the proposed approach can more accurately com-

pute the interface length.

The next item to report is an axisymmetric sphere from general configuration section 3.3,

Fig. (3.10) type (b). Based on the objectives of section 1.1.2, this test is part of Objective

3.
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Table 4.2 shows the results of quantifying the interface surface area within an axisymmet-

ric multiphase simulation. Fig. (3.10)(b) depicts the configuration of the analyzed 2D-

axisymmetric shape consisting of a hemispherical bubble. The radii are 0.0985, 0.0995,

0.1, 0.1015, and 0.1025 mm, and the grid cell sizes are 1, 5, and 10 µm. The interested

reader can calculate the area as 4πr. The table only shows 3 decimal places. The table

shows the expected and computed areas and the quantified error for the various analyzed

cases. The expected interface surface area ranges from 0.122 to 0.139 mm2. Results show

that the VOF gradient method computes the area with a minimum error of 10% and a max-

imum error of 17%, whereas the proposed PLIC-ASB computes the area with a minimum

error of 0.1% and a maximum error of 11%. In addition, surface area computations have

a mean-standard deviation of 14±3% with the VOF gradient method and -3±5% with the

proposed PLIC-ASB method. These values as well as those from the table are well below

the threshold from the hypothesis. The proposed PLIC-ASB can generate highly accu-

rate interface surface area estimations, allowing more accurate multiphase flow modeling.

Here the standard deviation is only greater than the error itself for the PLIC-ASB method.

The next item to report is the rotated test geometric shapes from the integration routine

image reconstruction combined methodology. See the general configuration section 3.3,

Fig. (3.10) types (c) and (d) for a depiction. Based on the objectives of section 1.1.2, this

test is part of Objectives 2 and 3.

Table 4.3 shows the results of computing interface lengths in cases of square rotated
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Table 4.2: Table comparing the VOF gradient and PLIC-ASB method in estimating the interface

area of 2D-axisymmetric spherical bubbles, case (b) from Fig.3.10
Interface Area Data for the Bubble in Case (b)

Category Grid

cell

size

(µm)

Expected

Area

(mm2)

VOF

gradient

(mm2)

PLIC-

ASB

(mm2)

Error

VOF

gradient

(%)

Error

PLIC-

ASB

(%)

Corner (Ro=0.1 mm) 1 0.126 0.104 0.118 17.047 5.896

Corner (Ro=0.1 mm) 5 0.126 0.106 0.126 15.3 0.121

Corner (Ro=0.1 mm) 10 0.126 0.107 0.13 14.793 -3.247

Corner: Off- Integer

(Ro=0.1005 mm)

1 0.127 0.107 0.133 15.639 -5.102

Corner: Off- Integer

(Ro=0.1025 mm)

5 0.132 0.106 0.147 19.381 -11.167

Corner: Off- Integer

(Ro=0.105 mm)

10 0.139 0.125 0.15 9.987 -7.996

Corner: Off- Integer

(Ro=0.0985 mm)

5 0.122 0.107 0.124 11.829 -1.723

Corner: Off- Integer

(Ro=0.0995 mm)

5 0.124 0.11 0.128 11.584 -3.107

Corner: Off- Integer

(Ro=0.1015 mm)

5 0.129 0.113 0.136 12.636 -5.002

Mean: 14 -3

Std Dev: ± 3 ± 5

multiphase shape Fig. (3.10)(c), and semicircle-cut-out-square rotated Fig. (3.10)(d).

The analysis varied the rotation angle and the size of the multiphase shapes. The domain

length was 250 unit cells, the square length is 151 cells, and the semicircle length is 70.5

unit cells. The angles of rotation are 0 (R 0), 0.25π/4 (R 0.25), 0.5π/4 (R 0.5), 0.75π/4

(R 0.75), and 1π/4 (R 1), and the grid cell size is 1 µm. The table shows the expected and

computed lengths and the quantified error for the various analyzed cases. Theoretically

and with Wolfram Mathematica, the data generator, the expected interface length ranges

from 2.416 to 2.738 mm, calculated from the perimeter of a circle and a square. Results

indicate that the computed length with VOF gradient ranges from 1.806 to 2.517 mm
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whereas the computed length with PLIC-ASB ranges from 2.41 to 2.93 mm. Interface size

computations have a mean-standard deviation of 13±8% with the VOF gradient method

and -3±3% with the proposed PLIC-ASB method. In some instances, PLIC-ASB method

shows extremely small errors of the order of 0.01%. The obtained results demonstrate that

the proposed approach can more accurately compute the interface size. These values as

well as those from the table are well below the threshold from the hypothesis. Here the

standard deviation is only greater than the error itself for the PLIC-ASB method.

Further these data were designed specifically to evaluate known sources of error by in-

troducing features such as the corners that are impossible to properly calculate as a linear

interface. The PLIC-ASB including error which is unavoidable based on the method

making these linear assumptions was what was the goal of this investigation in part. After

careful analysis of the output for every cell here as well as data not reported for calibra-

tion that had suspiciously low error, it was found that: Yes, the impossible to represent

cells (i.e. inclusive corners) were the source of the majority of the PLIC-ASB error con-

tribution. Oddly removing these same cells from the VOF gradient method results did not

impact the error in a drastic way. This was useful in that the source of error was gaining

understanding for the PLIC-ASB method and a deeper insight into the limitations of the

VOF gradient method was found.
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Table 4.3: Table of data comparing the VOF gradient and PLIC-ASB methods in calculating

the cummulative interface at different rotations of the geometric shape cases (c) and (d) from

Fig. 3.10
Results from the Rotation Analysis Cases (c) and (d)

Category Grid

cell

size

(µm)

Expected

(mm)

VOF

gra-

dient

(mm)

PLIC-

ASB

(mm)

Error

VOF

gradient

(%)

Error

PLIC-

ASB

(%)

Square rotated by 0, Side=151

cells

1 2.416 1.806 2.416 25.241 -0.019

Square rotated by 0.25 (Pi/4),

Side=151 cells

1 2.416 2.244 2.48 7.105 -2.628

Square rotated by 0.5 (Pi/4),

Side=151 cells

1 2.416 2.097 2.633 13.189 -8.977

Square rotated by 0.75 (Pi/4),

Side=151 cells

1 2.416 1.868 2.489 22.663 -3.039

Square rotated by 1 (Pi/4),

Side=151 cells

1 2.416 2.313 2.415 4.247 0.04

Semi circle cut out Square ro-

tated by 0, r=70.5, Side=151

cells

1 2.738 2.517 2.771 8.053 -1.202

Semi circle cut out Square ro-

tated by 0.25 (Pi/4), r=70.5,

Side=151 cells

1 2.738 2.473 2.82 9.668 -2.981

Semi circle cut out Square ro-

tated by 0.50 (Pi/4) , r=70.5,

Side=151 cells

1 2.738 2.36 2.93 13.814 -7.006

Mean: 13 -3

Std Dev: ± 8 ± 3

4.2. SIMULATING DYNAMIC SPHERICAL INTERFACES WITH THE VOF GRADIENT

AND PLIC-ASB

For the following test items the general configuration in Section 3.3, Fig. (3.10) type (a)

and (b) depict the arrangements used. Based on the objectives of Section 1.1.2, this test is

part of Objective 3 (the adiabatic case) followed by Objective 4 (the non-adiabatic case).
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4.2.1. Temperature Independent Interfacial Mass Flux

Figure (4.1) is a plot of the anticipated bubble radius as determined theoretically, by

the PLIC-ASB method, and by the VOF gradient method. Functionally they all recover

the same behaviour, a linear growth rate. The degree of agreement is the only source

of conflict. The amount of growth predicted by theory is the initial 100 µm site will

grow to about 165 µm. The VOF Gradient has a relative error of 7% compared with

the 0.2% of the PLIC-ASB method.

Figure 4.1: Comparison of bubble growth rate with constant mass flux. Surface area estimated

with VOF gradient, PLIC-ASB, and theoretical methods. Adapted from prior work [106].

In the previous figure it was shown that the PLIC-ASB had the faster growth rate. In

Fig.(4.2) close inspection reveals deformation of the VOF gradient interface. There is a

two-fold problem here. The deformation can introduce parasitic velocities and reduce
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mass transfer rate by impeding sharp coherent precise calculations of the interface.

Figure 4.2: Contour of vapor volume-fraction at 0.2 ms. Vapor fraction ranges from one to

zero along the color spectrum red to blue. Interface size calculation method: (a) VOF gradient

method, (b) PLIC-ASB method. Adapted from prior work [106].

Figure 4.3 shows the velocity vectors obtained with the two analyzed approaches. A

velocity jump occurs at the interface due to the mass transfer process. The vapor ve-

locity should be close to zero due to the absence of gravity effects. A vapor expansion

occurs (due to the difference in density between the vapor and liquid phases), sending

liquid away from the interface. A comparison between the results in Figures 4.3(a)

and 4.3(b) shows a reduction in the liquid velocity magnitude with the VOF gradient

approach. The smaller velocities are due to the reduced mass transfer rate associated

with the under-calculation of the interface surface area while the VOF gradient method

is applied. Figure 4.3(a) indicates that the interface-smearing observed increases the

vapor velocities, which implies that applying the VOF gradient leads to parasitic ve-

locities. Figure 4.3(b) indicates that the vapor velocity remains close to zero by esti-
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mating the interface surface area with the proposed approach. Therefore, results reveal

that a proper way of accounting for the interface length with the PLIC-ASB method

contributes to achieving multiphase simulations with near-zero parasitic velocities.

Figure 4.3: Velocity vectors at 0.2 ms. Interface surface area estimated with: (a) VOF gradient

method, (b) PLIC-ASB method. The anticipated zero velocities within the bubbles are depicted

by the darkest blue shortest vectors, whereas the green vectors in the left and right sides of

bubble (a) reveal the parasitic velocities. Adapted from prior work [106].

The total differences here are remarkable: When compared with the theoretical values,

in this adiabatic bubble case the relative error was found to be 7% vs. 0.2% for the VOF

gradient versus PLIC-ASB respectively. The matter of maintaining a sharp interface

has also been demonstrated, though not as soundly to casual observation. These results

are found after refining the use of the VOF gradient technique for sharpness, using the

gradient technique that suits it best, and eliminating interface degradation as much as

possible with in-house UDFs previously mentioned. Considering that this technique is
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well established in the literature, and yet mid range values of velocities were shown in

the vapor region of the bubble, this level of deficiency was a surprising result.

4.2.2. Temperature Dependant Interfacial Mass Flux

This report continues the spherical bubble arrangement as address previously. The

general configuration in section 3.3, Fig. (3.10) type (b) depict the arrangement. Based

on the objectives of section 1.1.2, this test is part of Objective 4.

In bubble growth with heat transfer, parasitic velocities near the interface might affect

the temperature distribution and the numerical stability. In addition, smaller compu-

tational grid-cell sizes are needed to capture the temperature near the bubble edge

adequately. For these simulations the VOF gradient and the PLIC-ASB method were

used to calculate the interface surface area, as has been the practice in the other com-

parison test/simulations all other aspects of the computational/experimental setup are

kept as identical as possible between tests for each interface method.

These simulating conditions consisted of water at 1 atm as the working fluid with a

superheat level of 5 K. The initial bubble radius of 0.1 mm, and the bubble growth

time was 0.18 ms with an expected final bubble radius of 0.16 mm. We performed a

mesh sensitivity analysis with 1, 0.6, and 0.2 µm grid cell sizes. The courant number

was kept below 0.25. The physical simulation time ranged from 3 to 48 hr with a
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supercomputer consisting of 48 cores at 3.02 GHz [92]. The highly variable cpu clock

time range is due to the nature of a shared resource not a resonable estimate of the

code run time. For more information on the high performance computing resource,

see section 3.3.3.

Figure 4.4 shows two plots detailing the bubble radius as a function of time, the left

is a plot of data from a simulation done with the VOF gradient method. The right is

plotted from PLIC-ASB method simulation data. These plots are further stratified by

a mesh size and have the theoretical curve places for comparative analysis.

The general curve is well fit by all simulations without any functional deviations in any

of the simulations. A more detailed view reveals that the VOF gradient method seems

to have a rather good result, but upon inspection it is the instability of this method’s

non-converging results that just happened on a good result. To the opposite, the PLIC-

ASB progresses toward the theoretical ideal as the mesh is refined.

Improved accuracy with refined mesh, within reason, is an expected result for a prop-

erly working simulation. This result was not easily shown with static cases without

using many orders of magnitude to overcome the noise between mesh size. These data

can seem a bit contrived.

The reason why mesh is not refined without limit should be, for most operations, di-

minishing returns are found. The time to simulate can also become exceptionally long
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while maintaining a level of improvement, however factors from the total size of the

simulation space to the length of time step are balanced to choose the mesh size and

time steps, such as the Courant number. The Courant number is the fraction (or num-

ber) of computational cell that the interface transverses per time step.

It is noted here that the reduced size (or higher density) means there is an increasing

number of computational cells in the thin thermal film region near the bubble edge.

Results show that the VOF gradient method with 1 µm grid cell size underestimates

the bubble growth rate, results with 0.6 µm get very close to the theoretical results, and

results with 0.2 grid cell size lead to an unexpectedly faster bubble growth rate.

Results in Table 4.1 indicated an underestimation of the interface surface area in the

VOF gradient method and an increase in the error as the grid was refined. There-

fore, the results in Figure 11 suggest that the VOF gradient method creates a parasitic

mechanism that increases the bubble growth rate with the grid refinement (the parasitic

velocities adversely advance the interface; see advection1 term in Eq.(3.14) in section

3.3.2).

The data from the simulations using the PLIC-ASB method show more normative clear

trends in keeping with the expectations. These include the trend for standard deviation

to account for at least a signifigant portion of the error distribution, the trend for im-

1Sub-discipline nomenclature: the advective term is the spatial or nabla/ divergence and the so called unsteady

term is the temporal partial.
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proving accuracy as the mesh is refined. The PLIC-ASB method shows evidence of

converging to the theoretical bubble growth rate. This is the appropriate functionality

for a systematically sound numerical method. In a similar way it should be understood

that the lack of convergence is a problem as found with the VOF gradient method.

Wen et al. covers in the appendix [132] a description of the potential suitability of the

VOF gradient method and the need to use a more complex method without the strict

mass conservation due to the VOF gradient convergence problem. The conflicting sys-

tematic over calculation in static sizes and under calculation on growth rates may lead

to it balancing out in some scenarios, but it is a matter of being correct for the wrong

reason. As stated early on in this document, such a simulation is a form of animation.

Figure 4.4: Comparison of bubble growth rates at various grid cell sizes obtained with simula-

tions that apply the VOF gradient and PLIC-ASB methods. Adapted from prior work [106].

Figure 4.5 shows the vapor volume fractions at 0.17 ms for three conditions:

(i) VOF gradient method with a grid cell size of 0.6 µm,
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(ii) VOF gradient method with a grid cell size of 0.2 µm, and

(iii) PLIC-ASB method with 0.2 µm.

In all these cases, the simulations define a sharp interface. Computational cells with

volume fractions between one and zero (fractional value) indicate a continuing or

emerging interface cell. When a cell is a composite of vapor and liquid phases it is

either due to an interface dividing said cell, a type of mixing/disruption/flotsam jet-

sam (not found in these simulations), or an error. The simulation with 0.6 µm, (i)

shows the larger interface-cells, whereas simulations with 0.2 µm, (ii) and (iii) show

extremely small interface-cells where simulating a sharp interface is much more chal-

lenging. Consider there are now nine cells in simulations (ii) and (iii) occupying the

space of one in simulation (i). Results indicate that the interface remains sharp with

both analyzed methods. The interface remains sharp because the simulations used

the method proposed by Perez-Raya and Kandlikar designed to preserve the interface

sharpness [84, 85]. These results show that the VOF gradient method may predict a

significantly more oversized bubble than the PLIC-ASB method for the same grid cell

size

Figure 4.6 shows velocity vectors during bubble growth at 0.17 ms for grid cell sizes

of 0.6 µm with the VOF gradient method and 0.2 µm with the PLIC-ASB method.

Simulations show that during bubble growth, the liquid travels outwards due to the in-

crease in volume when the liquid becomes vapor (the increase in volume comes from
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Figure 4.5: This figure depicts a comparison of volume fractions for the computational domains

of the bubbles at 0.17 ms obtained with simulations that apply the VOF gradient and PLIC-ASB

methods. From symmetry about the x and y axes these are shown as quarter circle representa-

tions of the simulated spheres. Adapted from prior work [106].

the fact that the vapor density is much lower than the liquid density). Also, the figure

shows fluid going outwards because it ignores the relative motion between the inter-

face velocity and the liquid velocity (the interface velocity is higher than the liquid

velocity). The vapor velocity is expected to be equal to zero since the liquid does not

expand, and there are no gravity effects considered in the process. The maximum ob-

served velocity magnitude is 0.75 m/s occurring near the axisymmetric horizontal axis.

Simulations with the VOF gradient method lead to much higher liquid velocities than

expected values. Results show that simulations considering the VOF gradient method
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create unrealistic vapor velocities and that such unrealistic velocities become stronger

as the computational grid cell size gets refined. A closer look shows that the parasitic

vapor velocities have a direction pointing towards the interface. The parasitic veloci-

ties might cause the unexpected faster bubble growth rate with finer grids observed in

Fig. 4.4(a). The parasitic velocities significantly contribute to the transport of the vol-

ume fraction and help the interface move adversely faster. Results in Fig. 4.6 show that

the accurate estimation of the interface surface area with the PLIC-ASB method leads

to vapor velocities magnitudes near zero, which indicates minimal parasitic velocities.

Therefore, results show that the PLIC-ASB approach helps to improve the accuracy

of the simulation by suppressing the appearance of parasitic velocities, which allows

an interface displacement driven solely by mass transfer interaction mechanisms. The

results provide evidence of the relevance of an accurate definition of mass transfer in

suppressing the appearance of parasitic velocities and leading to an accurate bubble

growth rate.

Table 4.4 shows the calculated mean absolute error (MAE) of the simulated fluid ve-

locity with respect to the theoretical values (see Eq. (3.24)). The MAE was computed

for the VOF gradient and the PLIC-ASB methods at various times (in the range of

0.09 to 0.19 ms) throughout the bubble growth process. Results show that the VOF

gradient method generates MAE values of the order of 0.1, which are significantly

larger relative to the values of 0.03 obtained with the proposed PLIC-ASB method. In
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Figure 4.6: This figure depicts the fluid velocity vectors at 0.17 ms obtained with simulations

that apply the VOF gradient and PLIC-ASB methods. From symmetry about the x and y axes

these are shown as quarter circle representations of the simulated spheres. Adapted from prior

work [106].

addition, the simulation with the VOF gradient method generates MAE that increase

with time, which indicates that the estimation of interface surface area with the VOF

gradient method leads to propagating errors. The simulation with the proposed PLIC-

ASB approach shows MAE values that remain almost constant throughout the bubble

growth process, which shows that the proposed approach (that precisely calculates the

interface surface area) contributes to a more accurate and stable fluid velocity behavior.

Figure 4.7 shows the temperature distribution during the expanding bubble at 0.17 ms.

The vapor phase remains at a saturation temperature of 373.15 K, whereas the liquid
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Table 4.4: Table comparing the MAE values over the course of simulation time for the VOF

gradient and the PLIC-ASB method.
Time (ms) MAE (VOF gradient) (m/s) MAE (PLIC-ASB) (m/s)

0.09 0.0727 0.0242

0.12 0.0953 0.0257

0.14 0.1033 0.0259

0.17 0.1155 0.0224

0.19 0.1209 0.0283

phase has a temperature that changes from 373.15 K to 378.15 K. Initially, the domain

consists of only liquid at 378.15 K. At zero seconds, a small bubble appears with an

interface at the saturation temperature of 373.15 K. The interface cools down the liq-

uid creating a thin thermal film near the interface. Deviations in the velocity of the

liquid affect the temperature distribution due to convective transport. In the present

case, the high liquid velocities obtained with the VOF gradient method and 0.2 µm

grid cells translate into a faster thermal film transport. Also, results show significant

deformations of the thermal film with 0.2 µm grid cell size due to the unrealistic ve-

locities generated by the VOF gradient method to estimate the interface surface area.

The simulation with 0.6 µm and the VOF gradient method leads to more accurate tem-

perature distributions (similar to the temperature obtained with 0.2 µm and the VOF

gradient method). However, with 0.6 µm, significant thermal film deformations are

still observed near the corners. The temperature distributions in Fig. 4.7 show that the

PLIC-ASB method helps the simulation software to generate simulated thermal films

with minimal deformations. Also, the proposed method allows a more realistic mass

transfer modeling with a precise estimation of the interface surface area.
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Figure 4.7: These images depict a comparison of temperature distribution at 0.17 ms obtained

with the simulations that apply the VOF gradient and PLIC-ASB methods. From symmetry

about the x and y axes these are shown as quarter circle representations of the simulated spheres.

Adapted from prior work [106].

The converging to an anticipated trend found in the mesh sensitivity test and low rela-

tive/low intra-set deviations of noise found in the MAE evaluation are further evidence

against systemic error being present in the PLIC-ASB, thereby satisfying the hypoth-

esis both in error reduction and in Design standards, improving size accuracy calcula-

tions, exceeding the reduction in the error rates of the existing method, and in finding

agreement with theoretical values.
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4.3. SIMULATING DYNAMIC BUBBLE GROWTH OVER A HEATED SURFACE WITH

THE VOF GRADIENT AND PLIC-ASB

As this report continues the spherical bubble arrangement in this potion is modified to

incorperate a heated surface. Unlike the previous version there is now only one axis of

symmetry. For a depiction see Fig. 3.11 in section 3.4.1. This test case is part of Objective

4 because along with the non-adiabatic transfer condition, this is the explicit heated wall

simulation and empirical results are used to evaluate the simulation results.

The present section shows the results of simulating bubble growth over a heated surface.

The simulation considered water as the working fluid at atmospheric conditions. The wall

superheat was 6.2 K with a contact angle of 40◦. The initial conditions considered a small

patch of a spherical bubble with a radius of 0.1 mm. Also, the initial conditions included

a linear temperature profile changing from 379.6 K at the heated surface to 373.15 K

at 1 mm from the heated surface. Son et al. [111] adopted similar initial conditions.

The simulation accounted for microlayer evaporation with the theoretical model reported

by Perez-Raya and Kandlikar [85]. The microlayer evaporation rate was defined at the

computational cell that contains the triple-phase contact line (solid-liquid-vapor). Ansys-

Fluent was customized to preserve the interface sharpness, define mass transfer at the

interface, and account for the interface saturation temperature. Perez-Raya and Kandlikar

[84] give a detailed description of the methods applied to customize Ansys-Fluent. The
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simulations in the present work considered the VOF gradient and the proposed PLIC-ASB

method to compute the interface-surface area in the computational cells. The simulations

considered a grid cell size of 12 um with a variable time step size with a constant Courant

number equal to 0.2.

Figure 4.8 shows the change of the temperature distribution and bubble shape as a func-

tion of time for simulations considering the VOF gradient and the proposed PLIC-ASB

method. The left sub-panes show the results obtained with the VOF gradient method

and the right sub-panes show the results obtained with the PLIC-ASB method. Results

show that both approaches can deal with the interface saturation condition. Although the

VOF gradient leads to less accurate bubble growth rates, the error does not propagate

to the temperature distribution near the contact line. These results imply that possible

parasitic velocities appearing with the VOF gradient approach may be absorbed by the

strong evaporation occurring at the microlayer. Similarly, the possible parasitic velocities

are not significant enough in this configuration to seriously distort or break the inter-

face. However there is a observed difference in the bubble shape which indicates that the

evaporation outside the microlayer contributes to the bubble growth rate to some degree

and that simulations without the VOF gradient problems (e.g. the proposed PLIC-ASB

method) lead to a faster bubble growth rates.

The simulation was based on an existing experiment in the liturature by Siegel and Keshock

[108] so as to compare with empirical results. The data is given here in Fig. 4.9 to show
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Figure 4.8: A temperature distribution map. The temperature variation during a bubble cycle

(first bubble) obtained with simulations that apply the VOF gradient (left sub-panes) and PLIC-

ASB (right sub-panes) methods. The final bubble departure for the PLIC-ASB simulation is

shown in the lower right panel, having occurred slightly before 63ms.

that repeated experiments showed some variability and to explain the subsequent steps.
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Figure 4.9: Experimental data reported by Siegel and Keshock [108].

The multiple data was converted into a combined data set. Of note was experimental

error. The measurement on the bubble nucleation (start time), radius, and time precision

in particular. Matters of the temperature nucleation site control degassing are neglected

due to lack of knowledge on those details. The initial nucleation and time precision can

be additive as an x-error for time. The y-error of radius comes from optical cross bubble

measurement of the diameter whereas the data in this report is the result of assuming

the bubble is spherical and calculating the radius. Due to this the simulation-experiment

data is diverging such that the simulation is reporting low radius and the experiment is

reporting high radius.

For the time error as it is possible for at least one frame in a camera reel to be off that

would be the minimal, but it is also not too impossible that the bubble starts and is missed
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or that there is a frame or two off the perfect timing as the timing control as listed was

not integer steps of frames about 3500 per second. which sounds unimpeachable, but two

frames off is 0.00057s which is over a tenth of a major gridline division on the plots listed

here.

The amalgamated data needed a clear rubric of fit or fail. To this end the best theoretical

approach was used as a formulation for a fit that remained data driven in that similar to a

moving average a distribution confidence interval was applied (see Fig. 4.10 ). If the fit

was only one of either of these it would be less helpful as the non uniform data sampling

from the experiment provides chaotic results from pure histogram style distribution fitting.

If the fit was only a theory based fit that most closely coincided with the data it would not

have a range for uncertainty. The specific thory is from the expirimental publication where

different recommendations on fractional values of t, the x-axis, were recommended. This

c1t0.5 − c2t (simplified form) provided the simplest fit while not curving down at the

end, requiring strange initial conditions, or clearly deviating from the data. The error bars

are depicting the 95% confidence interval for the data to agree with the fit. The Fit itself

is a dashed line most listed in the legend of the following plot, but slightly obfuscated

to reinforce that the center estimate of the fit is not a perfect fit any more than some

other location on the error bar. This slightly nebulous approach is because the data is a

bit limited and it is possible for a new data series done under the same conditions with

unexpected results to arrive that alters the understanding of the fit.
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Figure 4.10: Theory based fit applied to Siegel and Keshock’s data [108].

Figure 4.11 is a plot of the experimental data of the bubble growing over a heated plate

with the previously described fit and the simulated data. The plot shows the bubble radius

as a function of time. The PLIC-ASB method shows bubble growth using this method

outpaces the bubble growth of the VOF gradient method simulations. Considering the

entire curve the 4µm PLIC-ASB method remains within the 1-sigma error limit. This

places it in agreement with the experimental data. The 12µm PLIC-ASB method remains

within the 1-sigma error limit for much of the plot, developing the most error representing

a 5% relative error with the fit boundary. The VOF gradient method 4µm was similar to

the 12µm PLIC-ASB in terms of following the sigma error- but its maximal error is 7%.

Finally the maximum error in the 12µm VOF gradient was 12% and it mostly was outside

of the 1-sigma error range.
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Figure 4.11: Comparing simulations with VOF gradient and the PLIC-ASB methods against

available experimental data with theory based based fit. Experimental data reported by Siegel

and Keshock [108].

Hypothosis item 4 is: Evidence for consistent improved accuracy will be found. The

developed method will agree with theoretical and empirical data, and reduce the VOF

gradient error rate significantly (by one half).

Here the PLIC-ASB has made full agreement with the empirical data. Considering the

maximum relative error as the maximum deviation from the fit: The PLIC-ASB values

are:

12µm = 5%, 4µm = 0%
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The VOF gradient values are:

12µm = 12%, 4µm = 7%

This again offers evidence in agreement with the hypothesis item.

4.4. SIMULATION TIME AND ERROR RELATIONSHIP

In this section the time of simulations is considered. The time required to simulate an

experiment is not just an aspect of its computational expense, it can also be a determining

factor in the feasibility of performing enough simulations for them to be of use. For

example, a simulation that requires a few days to run may cost extra resources, but in

theory an intensive parametric study can be performed. The same is not the case for a

simulation that takes years. There may be longitudinal studies for certain cases but every

month longer a simulation takes the less feasible the simulation is for most researchers.

Previous evaluations noted changes in error levels with reduced cell size. The pattern

on display should be the modest accuracy gains and evidence of any systemic error in

the evaluated group of methods and techniques. The total time of the simulation is a

similar classification and in fact simulation time and the cell size (of a simulation with

constant total size) have a fairly direct correlation. For a number of reasons twice as
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many cells does not mean twice the calculation time. The time can be slower due to

added complexity, exceeding resource draw, and depending on the set up, refining the

mesh will either slow the time steps (constant/limited Courant number) or breaking the

interface growth rate otherwise.

Due to the variety of processes used and the poor signal to noise ratio of the cluster

computing data, there is not an extensive data set. Testing of this sort and more was

done but in isolation, that is singling out components and isolating variables. That initial

development testing for verification and to ensure the PLIC-ASB was not introduction

error into simulations adding helped uncover the reasons for the VOF gradient problems.

Considering the previously detailed spherical bubble growth in superheated liquid , the

following plots evaluate the reported simulation-time data from a private computer (Dr.

Perez-Raya) with simulation details included below. The expected trend along with the

stated mesh correlation is that longer times will provide more calculation and less error.

The refined mesh, if properly handled likewise reduces error but increases computation

time. In Fig. 4.12 this trend is observed with the PLIC-ASB method, but it is not followed

by the VOF gradient simulation method. It is known that this method does not converge

properly and this is just evidence of this.

Considering the anticipated trend, it is known that there are error contributions of known

and stochastic types. For simplicity we can consider an arbitrary decay function as driving

the error directly related the nature of the problem (e.g. curvature, gradient methods) and
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these others above as separate factors. If as time extends to an arbitrarily large value there

is no resolution, the factors would be constant. In the case of the segregation method there

is a geometric relation etc. For these reasons a fit is added in Fig. 4.13 to illustrate a decay

function. Here it fits very cleanly, but it is likely that the fit has some error and per this

discussion it is hard to justify that the full curvature of a decay function is due to intrinsic

error properties. Something like Rel.Error = C1+C2(shapegeometry) t1/3+C3e−C4t

where C1, C2, C3, C4 are constants to define the terms above.

Expressing the error as a decay function, with even an unknown base is just intended to

help motivate thought on this due to prior experience. hard numbers are left out to be

explicit that the data does not support formulating such a function as it would be gross

over-fitting to have as many constants as data points.

Simulation details for the simulation of the spherical bubble growth in superheated

liquid:

Courant number of 0.15

Converge criteria 1e-06 for all the governing equations (energy and Navier-Stokes)

Computer characteristics speed 3.7 GHz, 10 cores, 64 GB Memory ram

Simulation consider 5 cores in parallel processing

Simulation times with PLIC-ASB and VOF were similar
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Figure 4.12: Plot of maximum relative error as a function of simulation time. The related

simulations are from the spherical bubble growth in superheated liquid. The Orange squares

represent the PLIC-ASB method and the blue triangles represent the VOF gradient method.
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Figure 4.13: Slightly adapted version of the prior plot. This plot has an arbitrary decay function

to illustrate a noise-less fit. As there certainly is noise it is reasonable to motivate from this more

stability in the mesh. As before, Plot of maximum relative error as a function of simulation time.

The related simulations are from the spherical bubble growth in superheated liquid. The Orange

squares represent the PLIC-ASB method and the blue triangles represent the VOF gradient

method.

The bubble growth over a heated surface simulation is a comparison with true empirical

data. In the analysis simulation data was compared with this experimental data by fitting

it to a theory informed curve that was otherwise data driven. A pure average would have

shown high fluctuation as the experiments did not all have equivalent sampling. The

simulation data for the 4µ VOF gradient result was unfinished at the time of this report,

so an extrapolation was done. In Fig. 4.14 the maximum error is determined by using the

maximal deviation from the confidence interval. This means that the zero error may be

improved upon in some sense given future advancements; however, it would be incorrect

to give the center value of the fit a special condition as if it were a bullseye. Only rarely did
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even the empirical values coincide with the fit center rather than falling above or below.

The trend for the data in this plot is as expected. This simulation can take a prohibitively

long time and so these limiting cases with course mesh actually provide data on these

challenges. The relative shallow angle of the slope between the data points and the agree-

ment on this with both interface methods is a good sign in that both simulations, the 12µm

mesh and 4µm mesh are reasonably stable and not a just statistical noise/ an error fluc-

tuation that happened to push in the right direction. As referenced in the section 4.3 the

error associated with the experiment and the known error in the simulation lead to a more

favorable view of the results. Apart from the 12µ VOF gradient case, the simulations

were either within 1-sigma or just outside it, and even the 12µ VOF gradient case did not

near the 3-sigma range.

Simulation details for the simulation of bubble growth over a heated surface in su-

perheated liquid:

Courant number of 0.15

Converge criteria 1e-06 for all the governing equations (energy and Navier-Stokes)

Computer characteristics speed 3.7 GHz, 10 cores, 64 GB Memory ram

Simulation consider 5 cores in parallel processing

Strong evaporation at the contact line leads to fast interface displacements. Keeping the

Courant number constant translates into lower time-steps and longer computational times
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Figure 4.14: Plot of maximum relative error from data driven fit as a function of simulation time.

The related simulations are from the bubble growth on a heated surface. The Orange squares

represent the PLIC-ASB method and the blue triangles represent the VOF gradient method.
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Chapter 5

Conclusions

The present work proposes and describes the piecewise-linear interface calculation analytical

size-based (PLIC-ASB) method. The proposed PLIC-ASB method calculates the interface size

in multiphase phenomena precisely. The inputs to PLIC-ASB are the normal vector and the cell

volume fraction, and the output is the interface size at the computational cell.

Multiphase simulations with mass transfer utilizing the VOF interface tracking method require

the computation of the interface length to ensure accurate interface displacements. Researchers

have adopted different approaches to compute the mass transfer rate (i) empirical coefficients,

(ii) calculation of the interface length with VOF gradients, (iii) interface reconstruction tech-

niques, (iv) level-set method with interface velocities, and (v) other less common alternative

approaches. None of the available techniques gives an analytical method to calculate the inter-
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face size in the computational cell, which significantly influences the calculation of the mass

transfer and the simulation results. The proposed PLIC-ASB gives an analytical algorithm to

calculate the interface size, which consists of basic steps (transformation and rotation of the in-

terface). The PLIC-ASB allows accurate and direct computation of mass transfer with tempera-

ture gradients at the interface rather than depending on empirical coefficients, assumptions with

VOF gradients, or elaborated interface reconstructions. Application of the PLIC-ASB improves

the capability of computer modeling of multiphase in capturing the fundamental mechanisms

of heat and mass transfer by allowing an accurate computation of mass transfer.

Simulations with the VOF interface tracking algorithm utilizing the VOF gradient method are

unable to show convergence of the bubble growth rates with a decrease in the grid cell size

(mesh sensitivity analysis). Also, simulations with the VOF method and the empirical coeffi-

cients approach are fine-tuned to fit experimental or theoretical growth rates, which prevents

it from achieving mesh independence (a coefficient can be determined for each mesh). Only

VOF simulations performing interface reconstructions generate convergence of the results to

the theoretical bubble growth rates, with an improved accuracy with smaller grid cell size. Un-

fortunately, these in-house numerical codes do not provide an analytical method to calculate the

interface surface area required to compute mass transfer. The present work customized Ansys-

Fluent to test and compare the performance of the proposed PLIC-ASB against the commonly

adopted VOF gradient method. The successful implementation of PLIC-ASB demonstrates that

the proposed approach is compatible with conventional discretization and numerical schemes.
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Results indicated that the VOF gradient method is unable to reproduce theoretical spherical

bubble growth rates. It was observed that the error in estimating the interface length with the

VOF gradient gets larger as the grid cell size decreases. Conversely, simulations with the pro-

posed PLIC-ASB were able to generate the desired bubble growth rates with improved accuracy

with smaller grid cell sizes. Simulations with a grid cell size of 0.2 µm generated an error rel-

ative to the theoretical values of less than 2%. The PLIC-ASB method allowed a precise mass

transfer computation, translating into accurate bubble growth rates and heat transfer interfacial

mechanisms. The PLIC-ASB method allowed a precise simulation of spherical bubble growth

rates when utilizing customized numerical software, representing a significant breakthrough in

multiphase flow modeling.

Bubble growth over a heated surface represents a relevant problem in heat transfer applica-

tions. The reason is that boiling gives heat transfer coefficients far greater than single-phase

heat transfer processes. It was found that simulations with level-set interface tracking are able

to reproduce experimental bubble growth rates with a distinguished accuracy. However, sim-

ulations with the VOF interface tracking method face difficulties in achieving precise mass

transfer modeling, which prevents proper representation of the heat and mass transfer char-

acteristics. The technical literature lacked a numerical framework applying the VOF method

showing good agreement against available experimental bubble growth rates. The software

Ansys was customized to simulate nucleate boiling with a sharp interface and with a direct

computation of mass transfer based on the VOF gradient method or the proposed PLIC-ASB
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approach in the macro-region. Also, a coupled theoretical model to the numerical simulation

accounted for microlayer evaporation occurring up to 6 µm from the heated surface. The di-

rect computation allowed a simulation that performs a computation of mass transfer utilizing

parameters that come directly from the simulation results (e.g., temperature distribution near

the interface) rather than utilizing fine-tuned empirical coefficients. Results showed that the

proposed PLIC-ASB method significantly contributes to improving the accuracy of the simu-

lation despite the strong influence of the microlayer evaporation model on the bubble growth

process. The results indicate that mass transfer outside the microlayer plays a relevant role in

liquid evaporative processes. Also, these results imply that proper modeling of the heat and

mass transfer in the macro-region is required to numerically capture the mechanisms of fluid

and heat transport. Simulations with an accurate estimation of the mass transfer with the pro-

posed PLIC-ASB get significantly closer to the available experimental results, which allows

acceptable reproducibility of the experiments.

The theoretical microlayer model coupled to the numerical simulation appears due to limitations

in computer resources required to model conditions below a regular grid cell size of 6 to 12 µm.

With advances in computer chip technologies and in methods to generate more effective com-

puter modeling (e.g., adaptive mesh refinement and modeling with physics-informed artificial

intelligence), it is anticipated that in the near future numerical modeling of boiling flows will

eliminate the requirement of an external theoretical model to capture the evaporative and heat

transfer mechanisms at the contact line. It is reasonable to believe that the proposed PLIC-ASB
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method will play a vital role in allowing such a transition to highly precise numerical simu-

lations that are independent of theoretical assumptions. PLIC-ASB gives the link required to

perform accurate computations of mass transfer at interfaces. Results showed that PLIC-ASB

allows simulations capable of generating theoretical solutions with improved accuracy as the

grid gets finer. Also, it was found that PLIC-ASB contributes to improving the accuracy of nu-

cleate boiling simulations. One of the main advantages of the proposed approach comes from

its composition, consisting of only a few steps to give the outcome of the interface size in the

computational cells. Such a non-sophisticated structure allows its implementation in available

numerical software, which opens the door for future researchers to develop numerical analysis

without requiring advanced in-house codes that only experts in interface tracking and numerical

methods can access. As a result, PLIC-ASB contributes to increasing the research to be done in

the field of multiphase simulations with heat and mass transfer, which will allow to development

of devices required for advanced multiphase technological applications.
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[87] Stéphane Popinet and Stéphane Zaleski. A front-tracking algo-

rithm for accurate representation of surface tension. International

Journal for Numerical Methods in Fluids, 30(6):775–793, 1999.

eprint: https://onlinelibrary.wiley.com/doi/pdf/10.1002/%28SICI%291097-

0363%2819990730%2930%3A6%3C775%3A%3AAID-FLD864%3E3.0.CO%3B2-

%23.

[88] R. Raj, C. Kunkelmann, P. Stephan, J. Plawsky, and J. Kim. Contact line behavior for

a highly wetting fluid under superheated conditions. International Journal of Heat and

Mass Transfer, 55(9):2664–2675, April 2012.

[89] Harshal S. Raut, Amitabh Bhattacharya, and Atul Sharma. Sustaining nucleate boiling

in zero gravity using asymmetric sinusoidal base-plate oscillation. International Journal

of Heat and Mass Transfer, 184:122262, March 2022.

[90] Patrick J Roache. Verification and validation in computational science and engineering,

volume 895. Hermosa Albuquerque, NM, 1998.

[91] Patrick J Roache. Verification of codes and calculations. AIAA journal, 36(5):696–702,

1998.

169



Bibliography

[92] Rochester Institute of Technology. Research Computing Services, 2022.

[93] J. W. Rose. Dropwise condensation theory and experiment: a review. Proceedings of the

Institution of Mechanical Engineers Part a-Journal of Power and Energy, 216(A2):115–

128, 2002.

[94] Avijit Saha, Temistocle Grenga, Abhishek Y. Deshmukh, Jörn Hinrichs, Mathis Bode,

and Heinz Pitsch. Numerical modeling of single droplet flash boiling behavior of e-fuels

considering internal and external vaporization. Fuel, 308:121934, January 2022.

[95] Nastaran A. Samani, Rajan K. Thapa, Britt M. E. Moldestad, and Marianne S. Eikeland.

Evaluating the impacts of temperature on a bubbling fluidized bed biomass gasification

using CPFD simulation model. IFAC-PapersOnLine, 55(20):618–623, January 2022.
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Appendix A

Computational Appendix

This is an appendix of simulation/computational details/considerations, programming code, and

pseudo code referenced elsewhere in this document.

A.1. PLIC-ASB IMPLEMENTATION PSEUDO CODE

Below is generic C-like code to facilitate implementation of the Piece-wise Linear Interface

Calculation Method by interested parties. This pseudo code is provided for more universal

applicability for a variety of programming languages, CFD software, simulation suites, etc.

Here n and m are the indices of a grid of square cells in a simulation using axial-symmetric

geometry with “m” counting away from the axis of rotational symmetry. N and M are the re-
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spective maximum values of n and m with zero the minimums of each. Vf is the volume fraction

of the cell with indices (n,m) and ”NormVector[]” is the normal vector obtained explicitly via

the ”Gradient()” function, a user’s personal scheme, or through included functions of the user’s

software. The variables nx and ny are the x and y components of the normal vector, respectively,

while tx and ty are the transformed components of the normal vector, respectively.

’InterfacePLICASB(Vf, NormVector []),{N,M}’ is the primary function whose arguments here

are the volume fraction of the cell of interest and the normal vector found based on the volume

fraction distribution about that cell.

The N and M refer to the total domain of the computational simulation.

Please see the first subsection (A.1.1) for an illustrative 2-dimensional implementation case and

the second subsection (A.1.2) for an axial-symmetric implementation case.

A.1.1. PLIC-ASB Implementation: 2D Pseudo Code Example

InterfacePLICASB( Vf, NormVector[] ),{N,M}

/// The m and n loops are usually part

/// of the existing code...

////////////////////////////////////////////
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/// Start an ’m’ loop

n=0, m=0;

While Loop Over m from 0 to M ( Cell[n,,m] )

{

/// Start \n" loop, Identify and select interface

/// cells. The inclusive condition is just that

/// the cell contains multiple phases.

/// In computational terms an upper and lower

/// bound is dependant on the users conditions

/// but a sufficiently close to 0 or 1 value may

/// best be considered non-fractional. The degree

/// to which this is a matter of approximation,

/// precision, or smooth operating procedure should

/// be obvious.

While Loop Over n from 0 to N ( Cell[n,m] )

{

/// ’If conditions,’ -> write in the negative for best

/// practices ˜If(Vf > 0.001 &&

/// Vf < 0.999 && Any Other User Conditions)
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If(Vf < 0.001 OR Vf > 0.999 OR =/= Any Other User Conditions)

{

/// option to return: ’not interface cell’

/// or lint = 0;

n = n+1 ;

/// loop moves to next cell

/// if this is not an interface cell

}

else

{

/// Find x and y gradient components

NormVector = GradientOperator(Cell n, m );

Vector[x] = DotProduct of ( x-hat, NormVector) ;

Vector[y] = DotProduct of ( y-hat, NormVector) ;

/// The following two lines are merely descriptive

nx = Vector[x];

ny = Vector[y];
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/// Apply an arbitrary in plane orthogonal rotation

/// operator to the vector (components) to form a

/// vector that is parallel with the interface

tx = (-1) * Vector[y];

ty = Vector[x];

/// Convert volume fraction ’Vf’ to symmetric form:

If (Vf > 0.5,

{F = 1- Vf }

Else

{F = Vf }

/// Calculate *** F independent form \int" ***

int1 = dx/cos[theta];

/// Calculate *** F dependent form \int" ***

int2 = Sqrt[2*F*dx*dx / ( Sin[theta]*cos[theta] ) ]

/// ’int’ Anzats: int = int2, but if int2 > int1,

/// int1 must be int: int = int1
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If(int1 > int2)

{

Lint = int2;

}

Else

{

Lint = int1;

}

/// loop continues over ’n’

n=n+1;

} /// Close ’n’ loop bracket

/// reset ’n’ and advance ’m’

n = 0;

m = m+1;

}

/// close ’m’ loop bracket

/// Total Calculation complete for all n & m
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A.1.2. PLIC-ASB Implementation: Axial Symmetric Example

InterfacePLICASB( Vf, NormVector[] ),{N,M}

/// The m and n loops are usually part

/// of the existing code...

////////////////////////////////////////////

/// Start the ’m’ loop

n=0, m=0;

While Loop Over m from 0 to M ( Cell[n,,m] )

{

/// Start \n" loop, Identify and select interface

/// cells. The inclusive condition is just that

/// the cell contains multiple phases.

/// In computational terms an upper and lower

/// bound is dependant on the users conditions
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/// but a sufficiently close to 0 or 1 value may

/// best be considered non-fractional. The degree

/// to which this is a matter of approximation,

/// precision, or smooth operating procedure should

/// be obvious.

While Loop Over n from 0 to N ( Cell[n,m] )

{

/// ’If conditions,’ -> write in the negative for best

/// practices ˜If(Vf > 0.001 &&

/// Vf < 0.999 && Any Other User Conditions)

If(Vf < 0.001 OR Vf > 0.999 OR =/= Any Other User Conditions)

{

/// option to return: ’not interface cell’

/// or lint = 0;

n = n+1 ;

/// loop moves to next cell

/// if this is not an interface cell
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}

else

{

/// Find x and y gradient components

NormVector = GradientOperator(Cell n, m );

Vector[x] = DotProduct of ( x-hat, NormVector) ;

Vector[y] = DotProduct of ( y-hat, NormVector) ;

/// The following two lines are merely descriptive

nx = Vector[x];

ny = Vector[y];

/// Apply an arbitrary in plane orthogonal rotation

/// operator to the vector (components) to form a

/// vector that is parallel with the interface

tx = (-1) * Vector[y];

ty = Vector[x];

/// Convert volume fraction ’Vf’ to symmetric form:
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If (Vf > 0.5,

{F = 1- Vf }

Else

{F = Vf }

/// Calculate *** F independent form \int" ***

int1 = dx/cos[theta];

/// Calculate *** F dependent form \int" ***

int2 = Sqrt[2*F*dx*dx / ( Sin[theta]*cos[theta] ) ]

/// ’int’ Anzats: int = int2, but if int2 > int1,

/// int1 must be int: int = int1

If(int1 > int2)

{

Lint = int2;

}

Else

{

Lint = int1;

}
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/// Axial-symmetric area calculation

/// (greater accuracy can be added,

/// contingent on user methods)

R = dx * ( m + 1/2 );

Ring = 2 * Pi * R;

}

/// *** This is the result of the

/// interfacePLICASB() function ***

int(n,m)=[Lint * Ring ];

Total_int = Total_int + int(n,m);

/// loop continues over ’n’

n=n+1;

} /// Close ’n’ loop bracket

/// reset ’n’ and advance ’m’
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n = 0;

m = m+1;

} /// close ’m’ loop bracket

/// Total Calculation complete for all n & m
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