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Abstract 
 

This particular study will be based on linguistics and stylometric use to find or identify the 

legitimate authors of the text. For this purpose, the study is expected to use the machine learning 

approach or framework that consists of various features to sort out and find the style of writing 

belonging to the right author. The machine learning approach is accompanied by the support of 

SAS (Statistical Analysis System).  

SAS covers the algorithms problems required for better accurate functioning of machine learning 

approach experiments. In this learning framework, the experiments use a large amount of data to 

sort and filter out the right person responsible for the content written. AI technologies and SAS 

are the two components that help the machine learning experiments work accurately and provide 

reliable results. Moreover, this study will be using the statistical methodology of CRISP-DM 

(Cross Industry Standard Process for Data Mining), which is suitable for such large data mining 

projects like this particular project of identifying authors from massive data of the document.  

Moreover, the tweets dataset used for this research is already available on the Kaggle platform in 

the .csv format. The dataset contains textual data for five (05) authors and 10000 approximate 

tweets. Each author has 1900 to 2000 tweets related to his/her name.  In the proposed model, the 

dataset is initially passed through certain preprocessing steps such as cleansing of data from null 

values and unnecessary details. Also, stop words, nouns, Adverbs, or other particular parts of 

speech are removed from the data.  

After pre-processing, different SAS-based Machine learning models are applied to relate the 

specific text to the author. For this purpose, a specific CRISP-DM model is adopted and four (04) 

different machine learning algorithms are tested. For the training of each model, the train test split 

is set to be 80-20. Initially, the Bayesian Network is applied to the dataset followed by the 

classifier. It is observed from the results that the Decision Tree classifier outperforms Bayesian 

Network. Afterward, Gradient Boosting Trees and MBR are tested with the same data. The end 

results for each model are: MBR Model = 97.09, Gradient Boosting = 97.06, Decision Tree = 

83.89, HPBNC = 81.36. The results are better from most of the state-of-the-art mechanisms with 



 

 

7 

 

the same dataset. Moreover, it is worth mentioning that MBR and Gradient Boosting have 

performed exceptionally well with the forensic texts. 

This research may be utilized as a starting point for forensic examination of Twitter data to identify 

ownership and Stylometry style. The accuracy of the models is high, however, it might be 

improved in the future by utilizing different parameters and methodologies instead of current 

research. Lastly, this research will be extremely useful for any country's cybercrime unit in 

reducing bogus news, and postings, and determining which news truly belongs to them.  

Keywords: Statistical Analysis System, Stylometry, Writer Identity, Twitter, , Machine 

Learning Algorithms, CRISP-DM  
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"Everyone is unique," we've been told for centuries. All individual possesses a distinct personality, 

identity, retina, and many other characteristics. These characteristics are critical in identifying 

persons for secure authentication. However, when it relates to the protection of a person's 

published literature or phrases, these basic distinct identities are useless. One cannot recognize an 

author from a published line of writing using retina or fingerprint scans, and occasionally indeed 

the signature could be falsified; in such cases, identifying the genuine author is critical for security 

and intellectual property rights (Khedkar et al. 2018). Stylometry is crucial in this regard. Every 

person has a distinct prose technique, and the measurement of such a style is known as Stylometry. 

Several instinctual patterns are included by the author when writing; these qualities have gone 

undetected until now, however, can serve as a significant influence in the reliable and swift 

recognition of content creators (Iyer and Rose 2019).  

In this regard, different authors have proposed their work such as (Alonso-Fernandez et al. 2021; 

Anwar, Bajwa, and Ramzan 2019; D. Pavelec et al. 2009) have proposed their work in the field of 

stylometry. With invent of digitalization, the domain has seen a boost since in traditional writing 

authors can be identified through their handwriting and other procedures. However, in the digital 

world identifying an author is a difficult task. The stylometry can be helpful in many domains 

besides proprietary issues. For instance, (Alonso-Fernandez et al. 2021) work proposed the 

utilization of stylometry in forensics on the Twitter dataset. The author claimed that fake and false 

tweets have been a severe crime and come under cybersecurity so, identifying the author of the 

tweet is essential for cybersecurity crime agencies to identify the real culprit. For this purpose, the 

author proposed a novel framework for security agencies. Our work is quite similar to say study. 

However, the novelty of this research is firstly the targeted domain which is the copyright 

proprietary domain for the tweets, and secondly, the proposed methodology that has been based 

on the Statistical Analysis Systems (SAS). We compared four (04) machine learning algorithms 

for the relating authors to specific tweets on the given dataset. The set of algorithms has both 

regression and classification models. Our results showed that we have achieved reasonable 

improvements in terms of accuracy and our models can be utilized for future applications with 

reliable results.   
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Problem Statement 
 

The writing style of a writer is supposed to remain the same for the author. So, stylometry is the 

study of different styles of writing with the aim of finding the authorship of the content or 

identifying the author (Anwar, Bajwa, and Ramzan 2019). As technology has progressed in the 

world of computer science and digitalization has immerged, some problems have also been 

witnessed. Such technological advancements have resulted in cybercrimes and cyber-attacks. Any 

digital document with a fake author can be involved in forgery and other digital crimes. There can 

also be a hacking problem or transfer of data. Digital documents with fake authors can influence 

many unethical issues in form of writing. So, the identification of the author is very important. 

Forensic control has to be done to identify the author with the support of artificial intelligence 

(AI). This situation has been a problem and should be addressed using stylometry and linguistic 

features to identify the authors with the use of a machine learning approach to avoid frauds, hoaxes 

and deception in writing style (Afroz, Brennan, and Greenstadt 2012).  

Background of the Problem 
  

Digitalization and advancement in technology have caused conflicts of authorship over the years. 

Some texts or contents require the authorship of the writer because of their importance. For 

example, some legal digital documents or lawsuits, or any business-related documents have to be 

owned by someone. There has been a history of writing harassing and threatening notes or letters 

(Daniel Pavelec, Justino, and Oliveira 2007). So, the identification of such writers should be 

known to avoid any criminal activity or legal activity. Hence, the investigation of such crimes 

requires the author's identification.  

Business understanding of the Problem 

In this first step of CRISP-DM, problem identification is made. In this case, the causes and need 

for writer identification with stylometry are done. Many digital documents require writer 

identification to reduce the impact of fraud and forgery. The stylometry or style of the writer has 
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to be detected. So, when the problem or goal is simplified then the machine learning approach can 

be used for data mining with this methodology to find out the authorization using stylometry. In 

other words, the objectives of the project are understood which is then transformed into a data 

mining problem definition, and finally, a project plan is designed.  

Data understanding 

In the data understanding process of CRISP-DM, data collection is first made. The data collection 

includes data verification, data description, and explanation of the data. Sub-sets are made to form 

the hypotheses for the hidden information (Wirth 2000). In this case, the writer's identification is 

hidden that is to be found using this method.  

The biggest advantage of using this methodology is its low cost and especially its main objective 

is to evaluate large data mining projects. Moreover, CRISP-DM can be repeated, it is reliable, easy 

to use, and quick. Furthermore, this methodology works in six phases with a total of 24 tasks and 

outputs (Plotnikova, Dumas, and Milani 2019).  Before data mining, business and data 

understanding must be known.  

Project Definition and Goals  
 

 

1. To use the stylometry in linguistics to identify the author of the content, which is the style 

adopted by the writer while writing (Daniel Pavelec, Justino, and Oliveira 2007).  

2. To use a machine learning approach to find the legitimate author to avoid frauds and other 

cybercrimes, as authors with different and fake names do fraudulent activities on the internet 

using digital documents.  

3. To use SAS-supported algorithms in using machine learning framework with help of CRISP-

DM methodology. Moreover, this study will review the previous literature on writer 

identification using a machine learning approach, and find flaws or gaps left behind in the 

literature to fill these gaps in this approach for more effective writer identification.  

Goals of this Project 

1. To study the purpose of writer identification. 
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2. To understand stylometry and its use in in writer’s identification. 

3. To understand the role of machine learning in stylometry. 

4. To implement and compare the best machine learning model on the given dataset of 

author’s profiling 

Research Questions 

RQ 1. What is the purpose of writer identification? 

RQ 2. How stylometry can be used to identify the writer? 

RQ 3. What is the purpose of machine-based learning to find the writer's identity? 

RQ 4. Which Machine learning model fits the best? 

Limitations of the Project 

1. The scope of this project is limited to the data acquired from the given dataset. Also, the 

experiments are conducted with five authors for the purpose of balanced data and reduced 

complexity. 

2. The sentences data in the dataset related to every author has variant nature. Therefore, only 

textual data is selected that reduces the context of this project to 25 common sentences 

used by each author. 

3. The evaluation is mainly measured with the accuracy scores for each model. There is no 

formal method given to calculate MAE or RMSE for textual data. However, other methods 

like ROUGE or ROUGE-2 usually applied for textual domain requires in depth domain 

information and understanding. 
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Literature Review 

 

Linguistic identification and Stylometry 

In the history of linguistics and writing, the identification of the author is very important. In this 

regard, linguistic and stylistic investigation for the identification of the author has been done since 

the nineteenth century. Previous literature has plenty of content available on a linguistic and 

stylistic investigation to identify the author, which has resulted in the formation of forensic 

linguistics that includes the analysis of the authorship for forensic purposes (D. Pavelec et al. 

2009). The need for a writer’s investigation for forensic purposes has gained so much attention 

due to its requirement in the criminal laws that contain harassment or any other threatening notes, 

and then it is needed in civil law that involves the copyright regulations and estate problems. Most 

importantly in today’s world of innovation and technological advancements, computer security 

has become a necessity because of writer’s identification in the mining of emails. This digital 

writing world has witnessed many crimes, which have to be identified (Daniel Pavelec, Justino, 

and Oliveira 2007). 

The document source and writer’s identification in digital documents must be extracted to stop 

such sort of digital crime. So, the legitimacy of the document written by the writer through the 

computer keyboard can be identified. Many ideas and ways have been developed in finding the 

legitimate author of the digital document such as the style in which the writer has produced the 

digital document. Style is an essential component of linguistics and is used in different ways by 

different authors. This study and identification of the style in writing are known as stylometry 

(Daniel Pavelec, Justino, and Oliveira 2007). Stylometry is the term basically used for the recovery 

of important features of the document using the style of writing in order to find the identity of the 

author. The identification of the author such as gender, native language, and if the writer has a 

problem with dementia could also do with the use of statistical techniques and analysis (June et al. 

2020).  Many social scientists, marketers, and analysts use statistical techniques to directly know 

the details of the author.  
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Lots of characteristics are there that distinguish the writing style or stylometry from others. It 

includes the use of vocabulary, grammatical errors, spelling mistakes, and repetition of words 

judged by the frequency of words used and length of sentences written (Daniel Pavelec, Justino, 

and Oliveira 2007). There has been a problem with the identification of the author. For this 

purpose, a writer-specific model or personal model was suggested to be used. It has two kinds of 

classes i.e. w1 and w2. W1 represents authorship while w2 shows the forgery. However, this model 

has some drawbacks, especially the issue of including new authors every time, and a large number 

of writing samples is also required, which decreases the reliability of this model. On another hand, 

with the introduction of the forensic document examination approach, the problem of writer 

identification has been eased down to a certain extent. There was also a model presented for author 

identification that contained the independent approach of the writer. The Portuguese language was 

used in this feature of writer identification. This approach counted the words used in conjunction 

with the fusion strategies with the use of Receiver Operating Characteristics (ROC). After that, a 

Support Vector Machine (SVM) that analyzed short articles databases has been tested (Daniel 

Pavelec, Justino, and Oliveira 2007).   

Another strategy that has been introduced in recent years for the extraction of information about 

the author consists of a modern data compression algorithm. Such algorithm is called Prediction 

by Partial Matching (PPM) and has been widely accepted and used. PPM requires computer-based 

resources as it uses the latest technology for data storage (D. Pavelec et al. 2009). Such an 

algorithm has experimented with many tests that contained the workings or documents of the 

authors. SVM was used in this regard, which ultimately proved that PPM was a good substitute 

algorithm to detect and identify the author (D. Pavelec et al. 2009).  

Forensic stylistics is formed from forensic linguistics in which the statistics are used for author 

identification. It is based on two basic assumptions to distinguish two authors from each other, 

these two authors from the same native language cannot write similar to each other. The second 

assumption is that one writer is not able to write in the same pattern every time he is asked to write. 

For this, SVM seemed to be the best choice to identify the author. The basic advantage of this 

machine is its ability to handle high-dimensional data. However, SVM is unable to work in the 

probabilistic model (Daniel Pavelec, Justino, and Oliveira 2007). 
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Machine Learning and SAS 

Another study that advocated for the machine learning approach for author identification was 

conducted by (Pearl and Steyvers 2012). This approach is to reduce the number of cybercrimes 

from digital documentation or forgeries. Machine learning is used in internet search engines to 

filter out the emails like spam and junk, and sort out the data or emails (Mohammed, Khan, and 

Bashie 2016). The verification of the writer is important because a criminal-minded person can try 

to copy the writing style and pattern of other writers. So, authorship deception is identified using 

this machine learning approach. The said machine learning approach is a type of artificial 

intelligence (AI) that is used to increase the effectiveness of the software applications to find more 

accurate results with the help of machine learning algorithms.  These algorithms can be 

programmed according to the mindset of humans. So, different algorithms are made for the 

performance of different tasks (Anwar, Bajwa, and Ramzan 2019). Machine learning using 

algorithms allows the working of machines in a better way, as they contain AI. Moreover, 

Statistical Analysis System (SAS) provides support to machine learning according to the 

programing set. It is mostly used in data mining and statistics (Mohammed, Khan, and Bashie 

2016). So, it can be said that machine learning is the intersection of computer sciences and 

statistics. Thus, with the help of SAS algorithms are developed that are used for the mining or 

identification of the authors. The data miners that use SAS in the machine learning approach, 

provide support in running and using the statistical models like linear and logistic regression 

analysis (Parsad 2014). SAS is a comprehensive software and can handle multiple problems like 

complex statistical analysis data mining, data creation, sorting, graphics, etc. along with the 

support of its three components of a host, portable applications, and data (Parsad 2014).   

A study by (Iyer and Rose 2019) also used a machine learning framework for authorship 

identification. The task was divided into single labeled multi-class text for the categorization and 

explanation of the features of stylometrics. As a sample, 50 different sample works of authors were 

collected to check and distinguish between these samples according to the features of stylometry. 

These features of stylometrics helped in providing more accuracy and reliability in the 

identification of the authors. Some of the features included the algorithm from LibLINEAR SVM 

(Iyer and Rose 2019).  
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Machine-based learning and its Features in stylometry  

Another tool used along with stylometric statistical analysis is Writeprint characterization. It 

covers both stylometric and content features. Among these features, stylometrics has nine features 

and content has eighty-one features. So, these features are combined together in the machine 

learning approach (June et al. 2020). This machine has made designed to handle the problem of 

authorship in which a document is analyzed to find the correct author. To decide whether the 

document is written by the same author or not, the classifier is the feature of this machine that does 

the authorship detection of the document. On other hand, such classifiers cannot be made without 

the assistance of humans accurately from the large set of texts of different authors (Ramyaa, He, 

and Rasheed 2004).  

However, the classifier is developed by making documents for the authors to be tested. The first 

document to make a classifier is denoted by A1, in which the single randomly selected document 

for the author is selected. Then it is A2 from where the remaining documents of the authors are 

collected. The third is X1 which analyze the single randomly chosen targeted document from the 

different author for the comparison (Pearl and Steyvers 2012).  On gathering the said information 

or the dataset of content from authors, Sparse Multinomial Logistic Regression was used, which 

helped in identifying the authorship of two different case studies taken for this study.  

The growing trend of digitalization has provided many ways for the authors to commit any criminal 

activity. The algorithms are going complicated along with time and technology which makes it 

difficult to find the author. So, stylometry can be introduced with AI technology. This AI 

technology could help to automatically read the document and detect the text and linguistics, and 

thus the author (Ramyaa, He, and Rasheed 2004). For this AI to work properly, some features of 

the author and text should be known. Again the style of two different authors writing would 

distinguish the authors from each other. Style may be more general rather specific. So, this study 

has used different forms of styles such as type-token ratio that highlight the vocabulary level of 

the author, in which high ratios would indicate variety in vocabulary use and also repetition of the 

words. Then it is mean word and sentence length, in which long sentences are written with some 

planning (Ramyaa, He, and Rasheed 2004). Standard deviation measurement of the sentence 

length will provide variation in the sentence length. Similarly, the writing of paragraphs and the 
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length of chapters provide meaningful information. Moreover, the amount of the use of commas, 

semicolons, quotations, exclamation marks per tokens, etc. provides the style of the writing by the 

author (Ramyaa, He, and Rasheed 2004).  

(Anwar, Bajwa, and Ramzan 2019) also used a machine learning approach for the author 

identification. The first step for the experiment in this particular study was to gather the dataset in 

both English and Urdu languages. Dataset was taken from PAN12 and UrduCorpus and used 

author representation-specific documents. The documents from different authors were collected in 

one file i.e. one file for one author that contained different work samples. After that, document 

preprocessing was done for the review of the content from the authors. It was done to know about 

the style of using languages like grammar, spelling, sentences, phrases, abbreviations, sentence 

structuring, etc. Natural language Toolkit (NLTK) was applied as a tokenization process that 

changed the sentences into smaller words (Anwar, Bajwa, and Ramzan 2019). Similarly, N-gram 

generation was used that involved the grouping or compiling of words in n length. Moreover, the 

use of algorithms such as LDA was done in the experiment.   

Furthermore, this study by (Ramyaa, He, and Rasheed 2004) also adopted decision trees as a tool 

for highlighting the stylometry of the writer. Under this, two decision trees are made that represent 

the style used in the texts. These are used for experimental purposes with the support of the basic 

ID3 algorithm of Quinlan. Moreover, neural networks are another powerful tool in machine 

learning techniques for stylometry. These consist of complex non-linear modeling equations and 

act as strong matching tools. Apart from the complex nature of these networks, they can be used 

as stylometric identifiers due to their nature of taking inputs simultaneously. For experiments, a 

statistical technique like Neuroshell made by Ward System Group Inc. was introduced (Ramyaa, 

He, and Rasheed 2004). 
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Methodology 

 

Different methods especially the machine learning approach with the support of SAS are needed 

to extract the exact identity of the author. SAS provides support for the large data to be estimated 

using statistical models. The finding of authors using SAS programming and machine learning 

method is a process of data mining and statistics. Sometimes data mining and statistics may come 

in combination to generate a SAS-based model (Mohammed, Khan, and Bashie 2016). Although 

there is no specific data mining approach to handle the projects, however, for data mining of 

stylometry CRISP-DM (Cross Industry Standard Process for Data Mining) process seems a better 

methodology (Wirth 2000). The steps of the CRISP-DM are explained in the subsequent sections 

of this chapter.  

Sources of Data 

The dataset which is being used in this research is taken from the Kaggle which was already 

extracted and widely used for the research. The dataset is taken from the following link. 

https://www.kaggle.com/datasets/azimulh/tweets-data-for-authorship-attribution-modelling.  

Dataset Overview 

 

https://www.kaggle.com/datasets/azimulh/tweets-data-for-authorship-attribution-modelling
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Analysis 

A. Data preparation 

Data preparation is used to make the final dataset for the analysis. The collected in its appropriate 

form is fed into the machine learning algorithm in the given sequence of steps: 

i. Cleaning of the data, in which the null values are removed and outliers are found to be 

cleaned as well.  

ii. Then the data is transformed where the numerical attributes are normalized (Wirth 

2000). 

iii. If there is more than one dataset, then all the data is integrated.  

Modelling –  

Different techniques of data modelling are selected and applied. Many techniques are present that 

are closely related to the data preparation. The models will be developed to find the authorization 

of writing using stylometry. This dataset will be used and added to the decision tree machine 

learning algorithm, which will then highlight the stylometry of different authors.  

Evaluation -  

The evaluation of data has to be done effectively before the calculations or final output. A good 

evaluation helps provide accurate results. Every step of the methodology should be followed for 

the right model setting to achieve the business objective (Wirth 2000). 

Deployment -  

This is the final step of the methodology or the final output in which the tested model is deployed 

as a part of an application. Usually, an application is built independently of the model keeping in 

mind the ease of use, performance, and security metrics. 

B. Dataset Description 

In this paper, the Twitter dataset has been used which was already generated and available on the 

Kaggle Datasource website. The dataset is available in .csv format. There are two variables within 

the dataset, author name, and tweets. Both dataset types are textual and stored as string data within 
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the tool. The primary statistics of the dataset is showing that the total num observations are more 

than 10000 and the total number of authors is five (5).  

C. CRIPS Model 

In this research paper, the CRIPS model is applied using SAS Enterprise Miner for Text Mining 

and Prediction of Author. SAS Enterprise Miner is supporting machine learning algorithms that 

are helpful for tokenization and analysis. The CRIPS-DM model consists of six different stages in 

which “Data Understanding”, “Data Preparation”, “Modeling”, “Evaluation”, “Deployment, and 

“Business Understanding”.  

 Hypotheses 

A. Data Preparation 

After importing the dataset within the SAS Enterprise Minner, the dataset is prepared for modeling. 

For the preparation of the dataset, the “Data Input” node helps to check the missing values within 

the dataset, and whether missing values are present in the dataset or not. In the next step, the feature 

extraction method is applied using “Text Parsing”, so that the dataset should be clear from all 

unnecessary words, vocabulary, and punctuation. Then features are extracted using the “Topic 

Mining” node. Topic mining again helps to purify the dataset. Then using categorize node, features 

are again extracted using matching words. At the end match of keywords is performed with the 

writer, and words are identified with the chosen topics to find the relevance score.  

Process flow Nodes 
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B. Modeling 

After the data preparation step, models are designed using the built-in features of the SAS 

Enterprise Minter. The following models are applied to test the dataset. The first BN classifier is 

used to classify the data according to the writer. After the Regression model is used. The decision 

tree helps to find the most correlated scores within the dataset. Gradian boost help to create a 

decision tree to find the correlation between the tweets and the writer. In the end, MBR and HP 

Clustering have been applied to test the data. 

  

Models Implementation 
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C. Evaluation 

By following the CRIPS-DM model, at this stage, all models' output is compared and is Figured 

out which one is best for implementation. The models are compared using Precision Rate, Mean 

Error Rate, Accuracy, Mean Square Error, and Valid data statistics. A comparison node is applied.  

Results generation from Models 

 

Once the models are compared their results are stored using the score node. These scores can be 

utilized for generating outcomes and discussing the reliability of the conducted research.  

D. Complete Model 

Below figure integrates all the three sub parts of the proposed methodology to depict the overall 

schema of the project. It represents all the phases of Data preparation, Modelling and Evaluation.
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Complete Model 
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Project Deliverables  

The main objective of this project is to find the writer's identity using stylometry with the support 

of a machine learning approach or algorithms and the most accurate machine learning model to 

predict the correct author. The first project deliverables included the research proposal. After that 

first draft of the project has been submitted upon the acceptance of the proposal. Similarly, the 

project has been completed in milestones to sort out any problem during the entire timeline of the 

final project. This document is the final thesis report submitted after the completion of the project.  

Project Timeline 

 

Project resources and budget estimate 

There will be no cost since the tool is provided by my employer. 
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Result and Discussion 

 

In this part, the results of the conducted research are discussed. 

Descriptive Statistics 

Descriptive statistics are used to understand the dataset and take an overview of it. It tells us the 

different basic statistics about the variable. In the first variable “Author” basic statistics show that 

there are (Count = 5) authors in the dataset. The total tweets tweet by the (Barack Obama = 2000, 

Ellen DeGeneres = 2000, Katy Perry = 1908, Neil DeGrasse Tyson = 2000, Sebastian Ruder = 

2000). The total number of Tweets = 9908 where many tweets belong to Barak Obama.  

Frequency Chart of Authors 

 

A. Checking Null Values 

The dataset should be clean and in proper format before doing any kind of analysis. Missing values 

are much important in doing analysis. Dealing with missing values is important because, if missing 
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values exist within the dataset, the output is entirely different. While performing imputation with 

missing values. All missing values have been removed within the dataset using “Import Node”.  

Null Values output 

 

B. Data Partition 

To apply the model, it must be trained using a training dataset. For this purpose, a partition node 

is added to the workplace to divide the dataset into two parts. Training and Testing. The training 

dataset seeds = 80% of the whole data and the testing dataset consist of 20% seeds of the whole 

data. The output is given as under.  

C. Summary Statistics for Class Targets 

Table 1- Data=DATA 

Numeric Frequency 

Variable 

Value/   

Formatted 

Value 

Count 

 
Percent Label 

author Barack Obama 2000 20.1857 author 

author Ellen DeGeneres 2000 20.1857 author 

author KATY PERRY 1908 19.2572 author 

author 
Neil deGrasse 

Tyson 
2000 20.1857 author 

author Sebastian Ruder 2000 20.1857 author 
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Table 2- Data=TEST 

Numeric Frequency 

Variable 

Value/   

Formatted 

Value 

Count 

 
Percent Label 

author Barack Obama 600 20.1545 author 

author Ellen DeGeneres 601 20.1881 author 

author KATY PERRY 574 19.2812 author 

author 
Neil deGrasse 

Tyson 
601 20.1881 author 

author Sebastian Ruder 601 20.1881 author 

 

Table 3- Data=TRAIN 

Numeric Frequency 

Variable 

Value/   

Formatted 

Value 

Count 

 
Percent Label 

author Barack Obama 800 20.1969 author 

author Ellen DeGeneres 800 20.1969 author 

author KATY PERRY 762 19.2376 author 

author 
Neil deGrasse 

Tyson 
799 20.1717 author 

author Sebastian Ruder 800 20.1969 author 
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Table 4- Data=VALIDATE 

Numeric Frequency 

Variable 

Value/   

Formatted 

Value 

Count 

 
Percent Label 

author Barack Obama 600 20.2020 author 

author Ellen DeGeneres 599 20.1684 author 

author KATY PERRY 572 19.2593 author 

author 
Neil deGrasse 

Tyson 
600 20.2020 author 

author Sebastian Ruder 599 20.1684 author 

 

The output given above is showing the data partition. The dataset is divided into three subsets. 

Training (Total Observations = 3268), Testing (Total Observations = 3000) and validation (Total 

number of observations = 3000).  

Data Transformation 

A. Text Parsing  

SAS Enterprise miner, assist in text mining using text parsing node. This node vectorized the text 

data. It also helps to quantify information about the text terms used in the dataset. It counts all the 

similar words and finds their frequency which helps in analysis. By analyzing the parsed data, we 

are able to select the specific term for analysis and also can remove all unnecessary terms from the 

data. The output of this node is as under. In the given figure, the output is showing that almost 

(Noun = 21443, Verbs = 9064, Prop = 8243, Punct = 5744, Adj = 4050, Non-Group = 3897, Adj 

= 3099, Number = 401, Abbreviation = 60). The statistics is showing that, our dataset is mostly 

consist with the nouns. By using this vactorizated text, text will be recognized 
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Text Parsing Frequency Chart 

 

B. Text Filter 

Once text parsing is applied in the next step, all unnecessary text should be removed from the data 

so that clean data is used for the model. In the below figure, the list of removed words is given. 

Almost  (mean = 5938, Noun = 8952, Adv = 2708, Num = 271, Punct = 11, Abbreviation = 13 and 

None group words = 3502 has been removed from the data.  

Text parsing and dropping all unnecessary words. 
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Frequency Chart of words 

 

C. Text Topics 

After the data cleaning step, the next step is to select the topic which needs to find out the 

relationship between the author and their text.  

List of Selected Topics 

 



 

 

30 

 

The figure given above is showing the list of 25 selected topics for analysis. These topis have no 

misclassification and will be used in the modeling of data.  

Models Implementation  

In this step, all suitable models are applied to the data to identify the author. For this purpose, 

following models are used.   

A. HP BN Classifier 

HP BN Classifier helps to classify the keywords based on the categories. The categories in the 

given dataset are applied as “Author”. The below graph in figure shows that the model has no 

overfitting and the line is smoothly moving towards 100% for both train and validation accuracy. 

In simpler words, there is no difference or gap between both curves which means that model is fit 

and classified. 

Training, Testing, Validation Model Curve 
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B. Decision Tree 

A decision tree helps to classify the text based on the parameters and target variables. By applying 

this model following output is generated which is classifying the text with the author.  

Decision Tree Output 
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The model given in figure is showing the output. In the first column the name of the authors is 

used as the target variable while in the second column when the model is trained and tested, it 

understands the textual data, based on the scores, and classifies correctly. If we look deeply within 

the output (Barack Obama = Barak Obama, Ellen Degrasse = Barak Obama) it means that tweet 

was written by Ellen Degrasse using Barak Obama's writing style.  

Tree Map of Decision Tree 
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Comparative Author Chart 

 

: 
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Heat Model 

 

The models given in above figures are the visualization of the Decision Tree.  

C. Gradient Boosting 

The Gradient Boosting algorithm is another classification algorithm that classifies terms based on 

scores. This model uses the Greedy Function Approximation method for the classification of the 

data.  

It searches the optimal partition of the data and then combined them to find out the best fit goodness 

rate. After evaluation, it generates a predictive model based on scores and resemblance. On 

applying the model, the following output is generated.  

The model given in below figure is showing the output. In the first column the name of the authors 

is used as the target variable while in the second column when the model is trained and tested, it 

understands the textual data, based on the scores, and classifies correctly. If we look deeply within 

the output (Barack Obama = Barak Obama, Ellen Degrasse = Barak Obama) it means that tweet 

was written by Ellen Degrasse using Barak Obama's writing style 
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GB Model Output 

 

. Heat Graph of Model 
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D. MBR 

MBR stands for memory base reasoning algorithm which is used to categorize the data according 

to given parameters. This modeling is working based on K-Mean clustering which categorized the 

variables according to scores. In the given dataset the MBR works by recognizing the pattern of 

the given topics from the data. After implementing this model the output is given as under. 

MBR Accuracy Curve  

 

The graph given in figure is showing that the curve of the training model and testing model. The 

movement of the curve from top to bottom of both training and testing is equal and smooth. There 

is no gap between them which means the model which is trained is the best fit while validating it. 

The movement of the curve is showing the accuracy of both models is near 99.6%, which is 

considered the best fit. Upon further analysis, following  

The graphs given below is showing the actual tweets made by the relevant personality, while at 

the beginning of this research the number of tweets was different made by each personality. This 

model is showing an exact number of tweets made by each person.  
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Tweets by Author 

 

The graph in figure below is showing the actual distribution of tweets made by each person. While 

by checking very first tweets it is found that total (Neil deGrasse Tyson = 2000, Barack Obama = 

2000, Sebastian Ruder = 2000, Ellen DeGeneres = 2000, Katy Perry = 1908). so these tweets were 

those which were not originally tweeted by them. By analyzing the above figure it is found that 

there was writing resemblance to tweets. These tweets were not originally belonged to the person 

by whom it was posted. 

Pattern Chart of Tweets 
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Frequency of Tweets 

 

E. HP Cluster 

HP Cluster node is used for segmentation of the data based on the scores. These clusters contain 

similar types of data that belong to each entity within the dataset. By using disjoint cluster analysis 

on the basis of Euclidean distances. After performing the cluster the output is examined from the 

graphical output.  

Model Information 

 

figure is showing the setting of the model in which the total number of iteration is 10 which mean 

that the loop will run 10 times to cluster the data. And a total number of clusters is 5. The following 

output is generated from the cluster analysis.  
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Clusters Distribution 

 

The above figure shows that the whole dataset is divided into 5 clusters in which most of the 

clusters belong to 1 whereas the least number of clusters belong to cluster 3.  

Comparative Result of Models 

After completing the analysis using different models, in this step, we are going to examine which 

model is the best fit for this type of analysis and dataset. For this purpose, we have used a 

comparison model node within SAS Enterprise Miner, which enables us to find the best model 

based on the accuracy score of all models. The output of the result is given in below figure, five 

different models are given with their accuracy scores. The first model is MBR with highest score 

of (MBR Model = 97.09, Gradient Boosting = 97.06, Decision Tree = 83.89, HPBNC = 81.36 ). 

So, it is concluded that MBR and Gradient Boosting are fit models for this analysis 

Comparative Result of All Models 
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Conclusions/Future Work 

 

The basic purpose of this research was forensic authorship identification using different machine 

learning models and techniques. This forensic analysis is done using Tweets data of relevant 

authors to know whether that tweet was published by its or someone else by using his writing style 

or method because with the spread of social media, it has become hard to find the original authority 

of any post without deep analysis. Many people try to use other writing styles, even sometimes 

using the same name for posting fake news, tweets, and other data. This analysis report helps in 

the identification of authorship which will reduce cybercrime and one can easily find the 

originality of the account in future applications.  

The models are tested based on the accuracy score as well as the final output generated by the 

models. After performing different steps, to prepare data, selection of variables, and use accuracy 

scores, it is concluded that the “Gradient Boost and Memory Boost Regression” Models are the 

best fit for the forensic authorship identification process through the Stylometry technique. This 

study has been undertaken by following all research questions, and goals, and meeting all research 

objectives which are written in the research problem section. This research is also based on the 

previous knowledge published in different papers and by keeping in view those parameters that 

have already been published, I tried to make everything new by increasing the accuracy score.  

This study can be used as starting point for the forensic analysis of Twitter data for the 

identification of ownership and Stylometry style. The accuracy of models is considerable but, in 

the future, might be increased by using other parameters and methods rather than this research. 

This research will be highly beneficial for the cybercrime unit of any country to reduce the fake 

news, and posts and trace which news it belongs to.  
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