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ABSTRACT  

Value of time has become an important perspective in business application ranging from day 

to day working to big businesses. The value of time is more important in the case of refinery 

business which has become of paramount importance with increasing energy needs. The main 

point of contention in refinery operations is the periodic maintenance of the pipelines which 

consumes of valuable time and resources. With a proper solution which can cater the time 

requirements of the lead time. The fact is that time consumption is extremely critical for the 

operations of refinery. Therefore, the application of machine learning is implemented in the 

prediction of when and how the equipment will be needing preventive maintenance all of this 

can be accomplished by using available open-source data which will help us in the designing 

the algorithm and also in the learning of the same. This model has allowed us to investigate 

different outcomes and planning strategies that are possible through the prediction models and 

the estimated timings for the maintenance of the pipelines. This predictive maintenance system 

has allowed for more intelligent and smart planning and has reduced the down time 

significantly allowing for more revenues.  

Keywords: Machine Failure, predictive maintenance, preventive maintenance, failures, 

machine learning, equipment.  
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CHAPTER 1 

1.1 Background of the Problem  
 

Any predetermined plan for preventative maintenance is often costly and time-consuming 

given that systems and their isolated modules that are set for preventative maintenance are 

normally in good condition and could be used for lengthy periods.  There are numerous issues 

based on the scheduled preventative maintenance that result in delays in product delivery and 

revenue loss due to delays associated with too much time spent on the process. For example, 

when a refinery and pipeline that are producing and delivering the product are stopped from 

working and have to be checked for any issue, the entire process plus the time to re-energize 

the entire system (interrelated parts) will require a lot of money. Research shows that with these 

fixed schedules, the maximum optimization of the system is never achieved. If preventive 

maintenance is not carried out on time, it will affect the safety and health protocols that have 

been established and ignoring them will lead to a catastrophe that will have severe effects on 

the environment and human life. As a result, this is a two-edged problem that requires a proper, 

long-term solution that can prevent the following: loss of manpower and revenue, delays in 

supplies, and lack of adherence to safety and health protocols. Thus, the current project focuses 

on the best analytics or predictive model to address the difficulties that oil and gas companies 

encounter during their turn-around and preventive maintenance schedules for their equipment. 
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1.2 Statement of problem  
 

As preventative maintenance is becoming costly to operational processes, wastes resources, 

and takes up valuable time, many oil and gas companies are currently having trouble defining 

the schedules to carry out the process in a timely and cost-effective manner. Therefore, the 

issue at hand is to come up with a solution for an overall maintenance system that can be used 

by oil and gas companies for their equipment to reduce time and, most significantly, cut costs, 

by turning preventive maintenance into predictive maintenance to lower both time and cost. 

 

 

1.3 Project Definitions and Goals  
 

The definition of the project is to design and implement an artificial intelligence (AI) based 

system which can detect the failure of equipment beforehand and make appropriate adjustments 

in deciding when and how to initiate the preventive maintenance. Furthermore, this project is 

looking to achieve specific goals, which will also be the deciding factor of the project’s overall 

success; these key performance indicators or goals are as follows.  

1. Creating a system that will reduce the staffing as much as possible by precisely 

pinpointing which equipment and assembly needs maintenance; this decision-making 

process will ensure that the minimum workforce is utilized and achieve higher 

throughput form.  

2. Able to reduce the cost of the maintenance and schedule and predict maintenance before 

time 

3. Increase availability of the system, thus increasing the throughput, which will 

eventually increase the revenues. 

4. by Providing the proper training of the algorithm and constant feedback and upgrades; 

the proposed system could be matured enough to detect any failure before it happens 

and adequately plan out the maintenance activity  

5. The final goal is to design and deploy a system that will transfer the scheduled 

preventive maintenance into a coordinated predictive maintenance system.  
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1.4 Project Deliverables  
 

Following are the projects deliverables  

1. A solution for preventive maintenance  

2. transfer the scheduled preventive maintenance into a coordinated predictive 

maintenance system 

3. Build a Proper predictive maintenance model  

4. Appropriate prediction of the impending errors, based on the preconditions  

5. Development of datasets for further improvement of the system  

6. ML model that can best predicts the failure of oil and gas equipment and a comparison 

with different ML models  
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CHAPTER 2 

2.1 Literature Review  
 

Machine learning (ML) is a tool that has many uses and can be implemented for both 

predictive maintenance and equipment optimization purposes. According to Montero Jimenez 

et al. (2020)[15], predictive maintenance scenarios involve data being collected, in most cases 

over time, to monitor the steady-state and efficiency of equipment and machinery within a 

more extensive system. The purpose of predictive maintenance is to find trends and patterns 

that can be used to predict and, eventually, prevent equipment malfunctions and failures 

(Carvalho et al., 2019)[7]. According to Abidi et al. (2022)[1], each manufacturing domain 

integrates computers and digitalization into its operations, with maintenance being one of the 

critical areas of focus. Maintenance is a critical component in organizational settings because 

it enhances devices' lifespan, extending their usage (Abidi et al., 2022)[1]. However, 

maintenance needs adequate planning to have intended effects on manufacturing units. 

Accurate estimation of the equipment failure period massively lowers the risk of breakdowns, 

accidents, and financial losses (Abidi et al., 2022).[1] For this reason, predictive maintenance 

has gained popularity in recent decades, being embraced in multiple sectors, including 

automobiles and aircraft (Abidi et al., 2022)[1]. Machine learning allows manufacturing teams 

to forecast pending equipment failures. Data analytic tools, like engineering and statistical 

inferences, assist in predicting the time that the machines are likely to fail, allowing engineers 

to take appropriate interventions (Abidi et al., 2022)[1]. Ouda et al. (2021)[17] echo the above 

assertion, postulating that predictive maintenance employs analytical tools to estimate when 

manufacturing tools need repairs. It monitors equipment health constantly over time, 

allowing for early detection of failures that could be costly based on historical statistics 

(Bouabdallaoui et al., 2021)[6]. Therefore, machine learning plays a critical role in 

manufacturing units by forecasting maintenance.  
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 There are numerous benefits associated with using predictive maintenance to help 

identify machine failures before they become too problematic or the piece of equipment 

completely malfunctions. First, Paolanti et al. (2018)[18] report that predictive maintenance is 

relatively inexpensive and only requires an informal mathematical computation on when, 

specifically, a piece of equipment requires repair or needs to be replaced. Maintenance can be 

streamlined and specific to exactly what needs to be repaired or replaced in the most effective 

and efficient manner possible. Ideally, ML algorithms will predict equipment failure far 

enough in advance to allow the organization adequate time to address the issue without 

disrupting production or daily operations (Ren, 2021)[19]. Gustchi et al. (2019)[10] support the 

above argument, asserting that preventing maintenance techniques trigger repair operations in 

organized and predefined durations. It allows entities to evaluate equipment maintenance 

criteria to lower the probability of failures (Gustchi et al., 2019)[10]. Predictive tools utilize 

time-based and condition-based maintenance to forecast when manufacturing units need 

checks and repairs. Time-based maintenance continuously monitors equipment's operating 

time since the last preservation operations (Gutschi et al., 2019)[10]. On the other hand, 

condition-based maintenance employs specified measurement data about equipment's 

physical condition, including temperature, vibration, or noise, to determine whether they need 

repair (Gutschi et al., 2019)[10]. Predictive maintenance techniques apply prognostic models 

to foretell manufacturing tools' conditions, enabling entities to know the ideal time to 

undertake repair operations (Gutschi et al., 2019)[10]. Organizations derive reliable forecasting 

frameworks from the repeated evaluation of data collected from their undertakings. The 

models are trained to cross-examine and foresee equipment's health, the possibility of 

failures, or the remaining lifespan (Gutschi et al., 2019)[10]. Cinar et al. (2020)[8] support the 

above argument, asserting that machine learning is a safe-fire method for maintaining the 

equipment's safety status through detecting defects and remaining useful life. Cinar et al. 
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(2020)[8] also posit that the efficacy of predictive maintenance relies heavily on the prevailing 

and trending information technology (IT) systems and artificial intelligence (AI) technology. 

Predictive mechanisms rely on several types of data, including sensor information or event-

log statistics produced by machine control tools or information technology systems (Gutschi 

et al., 2019)[10]. Therefore, predictive maintenance tools enable organizations to understand 

their equipment's conditions and initiate appropriate interventions whenever the need for 

repairs arises.  

 ML can be useful for already stressed human resources because it permits workers to 

focus on other tasks at hand rather than predicting performance maintenance worries. One of 

the significant benefits of predictive maintenance, per Ayvaz and Alpay (2021)[3], is that it 

reduces costs associated with human resources and permits the organization's limited human 

resources to allocate their time elsewhere. The evidence indicates that ML-based predictive 

maintenance algorithms are time-saving and human-labor-saving tools (Sun et al., 2019)[20]. 

Betz et al. (2022)[5] support the above outlook, positing that predictive maintenance policy 

lowers the occurrence of unplanned defects, which inhibit manufacturing teams from 

undertaking their tasks. Organizations undertake inspection and maintenance actions based 

on the estimated state of components (Betz et al., 2022)[5]. This approach differs from 

reactive or corrective maintenance models that are not scheduled, resulting in imbalanced 

work schedules. Breakdowns occur unexpectedly, making human resources planning 

difficult. As a result, Betz et al. (2022)[5] argue that reactive maintenance action is more 

expensive than predictive. Predictive maintenance models streamline resource planning, 

allowing manufacturing to utilize their human labor efficiently. Malisetty et al. (2017)[14] 

agree with the above outlook, postulating that many organizations today, including those 

operating in the IT sector, want to be predictive. They want to gain insights and facts from 

data analytics to detect patterns and trends that stimulate their growth and anticipate events 
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rather than react to them (Malisetty et al., 2017)[14]. Organizations also rely on the forecast, 

using what-if simulations to predict what to expect in the future and learn about changes in 

staff members' behavioral patterns (Malisetty et al., 2017)[14]. The above observations 

demonstrate that predictive maintenance stemming from machine learning enables entities to 

maximize their human resources by preventing inefficiencies caused by the equipment 

breakdown.  

 To use ML for predictive maintenance purposes, a failure model must be built and 

implemented. To do so, Sun et al. (2019)[20] explain that enough historical data must be 

collected to allow algorithms to identify information and predict an equipment failure most of 

the time. With this data, precise algorithms can be used to isolate the types of failures that 

might transpire and can be predicted. Moreover, the failure model can identify what the 

failure process resembles and which precise parts of the equipment are related to the 

identified failure type. According to Carvalho et al. (2019)[7], the overwhelming majority of 

machines have a lifespan of years or even decades; therefore, data should be collected over a 

more extended period to map out the entire system throughout its degradation process. 

Ideally, data scientists and equipment-specific subject-area experts will collaborate to create a 

data collection plan. The data has already been collected before a data analyst is brought in to 

map out the degradation process in many situations. According to Kusumaningrum et al. 

(2021)[12], predictive maintenance monitors the actual condition of a machine, operating 

efficiency, and other critical indicators to maximize and prolong intervals between repair 

operations. This plan minimizes the cost of unplanned downtime or breakdown of 

manufacturing units (Kusumaningrum et al., 2021)[12]. The method uses several historical 

data to determine the status of machines, including thermography and tribology. Data 

acquired using the above observations allows production teams to determine the average life 

statistics for machines, like the mean time for failure or breakdown, and, in turn, schedule 
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repair activities. Even though the generation of knowledge regarding statistical life 

information is relatively simple, deriving accurate and detailed mathematic models for 

forecasting is work-intensive and time-consuming (Gutschi et al., 2019)[10]. In some 

instances, it could be impossible to require organizations utilizing predictive maintenance to 

employ data-driven approaches to estimate the probability of their equipment's failure or 

breakdown (Gutschi et al., 2019)[10]. At the same time, studies are yet to prove the 

profitability of creating stable data-driven log-based models (Karuppusamy, 2020)[13]. 

Current literature suggests that predictive maintenance models yield desired outcomes when 

organizations use the right historical data generation frameworks despite the above concerns.  

 The first step in using ML for predictive maintenance purposes is to frame the 

problem that the organization is attempting to address with artificial intelligence (AI). 

Amruthnath et al. (2018)[2] explain that data experts must determine the type of outputs, 

whether there exists ample historical and static data, the right strategy to label the recorded 

events, the portion of events available for each type of failure, and how early in the 

degradation process the model should be able to predict an equipment failure. Once these and 

similar pieces of data are identified, subject-area experts in ML and the target equipment can 

determine collectively which modeling strategy is the best fit (Bampoula et al., 2021)[4]. 

According to Karuppusamy (2020)[13], the ML algorithm allows manufacturing teams to 

detect faults in production equipment with the assistance of massive collected datasets. 

However, organizations struggle to identify the proper ML techniques for their industrial 

systems. This challenge emanates from the older lean management systems that do not align 

with today's technological tools. ML combines with predictive maintenance to maintain 

manufacturing devices through regular interval checks despite the above concerns. The 

collected data allows predictive maintenance tools to predict the exact time when the 

equipment will break. This allows companies to schedule repair operations based on 
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historical data (Karuppusamy, 2020)[13]. Karuppusamy (2020)[13] further posits that ML 

allows companies to precisely schedule many reactive maintenance activities and acquire the 

needed resources, including spare parts, at the right time. At the same time, manufacturing 

units can optimize maintenance costs by eliminating expenses for installing sensors and 

creating physical models (Karuppusamy, 2020)[13]. 

 There are numerous modeling strategies associated with predictive maintenance and 

optimization. Cheng et al. (2020)[7] stress that regression models are frequently utilized to 

predict the remaining useful lifetime (RUL) of equipment. Their outputs include specifying 

how much time is left before the system fails using labeled static and historical datasets. 

Classification models are a second strategy often employed to predict the likelihood of a 

piece of equipment failing within a certain timeframe. This strategy uses classification 

failures to predict the likelihood of a piece of equipment failing within a certain timeframe. 

The same types of data are used in regression models and classification models. Essentially, 

regression and classification methods work by modeling the various relationships between 

equipment features and the degradation trajectory of a system (Susto et al., 2014)[21]. 

Through-life Engineering (TES) is the other predictive maintenance tool organizations utilize 

to assess their equipment and determine when they need repairs. According to Okoh and 

Mehnen (2017)[16] applies advanced technologies to monitor the conditions of machines to 

assist operators in reducing downtime and product availability. TES is a knowledge-based 

framework because it combines computational intelligence and experience to create solutions 

to system challenges. Decision-making relies heavily on the simulation of the prognostic 

model, which depends on estimated parameters (Jung et al., 2021)[11]. The different outputs 

help domain experts acquire an ideal sense of judgment in the planning of spare parts 

acquisition, scheduling repairs, and reducing service downtime caused by breakdowns or 

machine inefficiencies (Okoh & Mehnen, 2017)[16]. Furthermore, organizations use 
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simulations to determine whether to scrap entire assembly units or replace worn-out parts 

with brand new ones ((Okoh & Mehnen, 2017)[16]. 

 A third ML-based strategy to predict equipment degradation involves flagging 

anomalous behavior. Zenisek et al. (2019)[25] note that this strategy is excellent when 

historical data is limited or failure rates for a piece of equipment are low. The model asks 

whether specific equipment behavior is normal or abnormal. Static and historical datasets are 

required, but mostly the labels are unknown because of an inadequate number of data points 

on system failures. The model assumes that it is possible to precisely define and label normal 

versus abnormal behavior as these behaviors are related to equipment degradation over time 

(Traini et al., 2019)[22]. The predictive maintenance model detects anomalous behaviors in 

machines because it is underpinned by multiple technologies, including the Internet of Things 

(IoT), Deep Learning (DL), and communication technology (Givnan et al., 2022)[9]. At the 

same time, the components of the Industry 4.0 revolution allow manufacturing teams to 

monitor their equipment in real-time. The constant surveillance enables manufacturing teams 

to assess the health of production devices and identify imminent faults (Givnan et al., 

2022)[9]. The above features are essential in equipment since breakdowns due to tear and 

wear are inevitable.  

 Other models utilize data-based approaches to predict the possibility of equipment 

and system failure, enabling organizations to take corrective measures before the unfortunate 

event occurs. According to Wang et al. (2017)[24], survival models, for example, are based on 

if the risk of failure changes over time given specific sets of characteristics. Static data is 

used, as well as information on the specific failure reported timeline. Wang et al. (2017)[24] 

posit that many types of equipment, including automated teller machines (ATMs) and 

medical devices, generate system messages that allow those managing them to predict 

failures. The machines display error events and log files that facilitate the detection of 
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abnormal operations. Tran et al. (2018)[23] echo the above argument, asserting that predictive 

maintenance tools offer diagnostic insight into the status of machines, enabling management 

teams to determine the issues to prioritize based on severity. This approach reduces 

misjudgment, and human errors increase maintenance costs.  

 In summation, AI and ML have numerous cost-saving benefits, and algorithms can be 

created for predictive maintenance and optimization purposes. Most organizations have some 

equipment that must be functional and optimized to perform daily operations. ML-learning 

tools can provide organizations with early indicators that their equipment is about to fail so 

that they can take remedial action quickly and prevent shutdowns. ML and predictive 

maintenance allow firms to detect faults early and develop appropriate solutions. This 

approach allows manufacturing plants to lower the cost of maintaining their systems and 

avoid equipment failures that could cause accidents.   
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CHAPTER 3 

3.1 Data overview 
 

Since the oil and gas sector data is not openly available and is scarce, the data sets for this had 

to be searched online. The reason behind the scarcity of maintenance data is that such 

information is not made public by the companies. Then the preventive maintenance system is 

different for each module of the system installed in the oil and gas sector; for example, the data 

for maintenance of boilers will be managed as standalone same goes with the scrubbers etc. the 

online data sets that have been researched is based on the preventive data based on the machine 

errors which occur during routine and turnaround procedures, and in these datasets, the process 

periods and what the error type was also mentioned, as a matter of discussion the data type of 

the data sets are structured which is based on the data points meantime of the preventive 

maintained and their occurrences are mentioned. There are 10,000 instances or data points 

stored in rows with 14 features in columns. The data points have been labelled as L, M and H, 

which are short for Low, Medium. The data sets have machine failure, which consists of five 

independent failure modes, which are as follows  

Failure Mode Preconditions Instances in datasets Description 

Tool Wear 

Failure (TWF) 

Temperature 200 

degrees for 240 

mins 

120 Times (Tool 

Replaced: 69, Fails 51 

Times) 

In this mode the tool will be 

replaced of fail at a 

randomly selected time  

Heat Dissipation 

Failure (HDF) 

If the 

temperature 

difference 

between air and 

process is 8.6 K 

115 Datapoints  Heat dissipation causes 

process failures  

Power Failure 

(PWF) 

If the power is 

3500 W or above 

9000 W 

95 datapoints The product of torque and 

rotational speed (in rad/s) 
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equals the power required 

for the process. 

Overstrain 

Failure (OSF) 

if the product of 

tool wear and 

torque exceeds 

11,000 minNm 

for the L product 

variant (12,000 

M, 13,000 H) 

98 data points The process fails due to 

overstrain 

Random Failure  NO 

preconditions  

5 data points  Each process has a chance 

of 0,1 % to fail regardless of 

its process parameters. 
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CHAPTER 4 

4.1 Data Analysis 
 

4.1.1 DATA UNDERSTANDING: 
 

Understanding of dataset is very important in any project and its an essential step on the basis 

of which the appropriate algorithms are chosen and applied to solve the problem. In this 

project we have industrial dataset which aims to solve the problem of detecting the machine 

failure and we have different readings of the properties of the machines which can help to 

determine the failure and the change of a failure in order to prepare or prevent it before it 

happens. 

Following are the most important features in our dataset: 

• air temperature  

• process temperature  

• rotational speed  

• torque  

• tool wear 

We also have different types of failure types but since the dataset classes are found to be 

highly imbalanced and we have very few cases of failure so we chose to ignore the specific 

types of failures and only use the failure column for this problem which will be 1 for all types 

of failures. 

 

• Libraries Used: 
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4.1.2 DATA EXPLORATION: 
 

• Loading the dataset 

• Looking at the structure of dataset 
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• Dataset summary 

 

• Looking for Missing Values 

 

Luckily, we have found no missing values in our dataset so there is no data cleaning required 

and all the columns already have the float values and there is no missing or any other 

datatype than float.  
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• Finding total number of machine failures in our dataset 

 

 

 

After visualizing the classes, we came to know that we have a dataset which is highly 

imbalanced, and we should have an approach which should work even if the dataset is 

imbalanced. As in most cases the classes are balanced and the traditional evaluation metrics 

like accuracy work in those cases but not in the cases where we have highly imbalanced 

classes.  

We decided to have one failure class which will take care of all the different failure types 

because we already have imbalanced dataset where very few classes are of failure and further 

classifying them in different types will make it even harder for the algorithm to predict. 
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• Different Failure Types Distribution 

 

This plot provides us the information of different types of failures and which one of them 

occurred more frequently and HDF was the one which occurred more frequently. Although 

we have decided to consider all failures as a single failure class. 
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• Air Temperature Plot 

 

This plot shows the failures occurred more around air temperature value close to 300 but 

there are a lot of values where the temperature is around 300 but they weren’t failures. 

 

 

• Process Temperature Plot 

 

This plot shows the pressure temperature is mostly around 310 to 311 for both type of classes 

weather its failure or non failure. 
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• Rotational Speed Plot 

 

 

 

• Torque Plot 

 

This is an interesting plot as compared to the rest because of the fact that most failures are 

after 45 torque, but the rest of the non-failure majority cases are around 40 and spread evenly 

on both sides but the failure cases occurred more after 45 torque. Which provides us the 

insight that this feature will be very important in the classification. 
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• Tool Wear Plot 

 

This plot tells us although failure cases are spread across different values of tool wear but 

most of them are found at 220 value. 

 

 

4.1.3 Overall Observation: 
 

The very first observation after looking at the graphs is that we have a problem which has 

highly imbalanced dataset. We have 9661 data instances where we have no failure and only 

339 data instances where we have a failure. The highly imbalanced dataset requires us to 

choose the appropriate learning algorithm for this problem and choose the appropriate 

evaluation metrics as using accuracy evaluation metrics can be very misleading in the case of 

highly imbalanced dataset. 

From the above plots, it can be seen that at some points the frequency of the failure cases 

increases as the red bars are high at certain points in the distribution plot. Which is a good 

indicator that these features can be valuable to learn a pattern when the machine will fail and 

can be helpful in finding the failure. 

 



 
 

26 | P a g e  
 

 

4.2 Data Pre-Processing: 
 

• Selecting the necessary columns  

• Changing the datatype  

 

 

First step we did in pre-processing is to select only the necessary columns as the ID’s 

columns are not going to be helpful in classification. After filtering the columns we had to 

make sure that we have the right datatypes so we convert the Type column to factor. 

 

• Scaling the data 

 

 

Second step we did is to scale the data as it will be very helpful for the machine learning 

algorithms to learn when the data is scaled. 
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• Scaling the data 

 

 

• Training and Testing Data 

 

We split the data by 80% so we have 8000 rows for training the model and 2000 rows on 

which the model will be evaluated. 

 

4.3 Data Modeling: 

 

In data modelling we will use the training dataset to train the model and evaluate the model 

performance on the unseen testing dataset.  

As our dataset has a very imbalanced classes so we will choose the algorithms which are 

known to perform better in such case scenarios.  Also, in the case of highly imbalanced 

classes the evaluation metrics is of very importance as just looking at the model accuracy 

doesn’t provide the full information about the model performance. That’s why for the model 

evaluation we will look at the confusion metrics and ROC curve and evaluate the models 

based on these metrics. 
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4.3.1 LOGISTIC REGRESSION: 
 

Logistic regression is a good classification algorithm which is mostly considered as a 

baseline model before applying other complex models to classify the dataset. It’s a good 

choice when data is linearly separable and its easier to implement and its very efficient. 

• Logistic regression 

 

The accuracy we got after applying Logistic Regression model is 96.8% 

 

• Training Dataset Confusion Metrics: 
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• Training Dataset Confusion Metrics: 

 

 

• Testing Dataset Confusion Metrics: 
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• ROC Curve for Logistic Regression: 

 

4.3.2 Support Vector Machine: 

 

SVM is preferred because it uses less computational power and can provide good results in 

very high dimensional data. Although we don’t have a high dimensional data but still we 

chose to apply it to find out if we can get any better results and if the data in linearly 

separable.  

• SVM 
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• Confusion Metrics on Testing Data: 

 

 

 

• Confusion Metrics on Training Data: 
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• ROC Curve for SVM: 

 

 

 

 

 

 

4.3.3 NAIVE BAYES: 
 

Naïve bayes is another good classification algorithm where the features are independent of 

one another and can provide better results than other algorithms. Naïve bayes is a 

probabilistic machine learning algorithm which is a different approach to what we did 

previously so that is why we chose this algorithm next to apply to this problem. 

• Naïve bayes 
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• Confusion Metrics on Training Data: 

 

 

 

 

 

 

 

 

 

 



 
 

34 | P a g e  
 

• Confusion Metrics on Test Data: 
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• ROC Curve for Naïve Bayes: 

 

 

 

4.3.4 RANDOM FOREST: 
 

Random Forest algorithm which is constructed by decision trees algorithms. This algorithm 

uses many decision trees to make an ensemble and the final prediction is made by combining 

the outcome of all the trees in the ensemble.  

This algorithm has a speciality of fitting to the complex data as it utilizes the power of 

decision trees and along with that it tries to not overfit the data which is the common issue of 

decision trees and for that reason it performs better than decision tree. Because of its power 

of fitting to the complex data we are using this algorithm to apply to our dataset. 
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• Random Forest 

 

• Confusion Metrics on Training Data: 

 

 

 

• Confusion Metrics on Testing Data: 
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• ROC Curve for Random Forest: 
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CHAPTER 5 

5.1 Results: 
 

Model Sensitivity Specificity Precision Recall F1 Area Under 

Curve 

(AUC) 

Logistic 

Regression 

99 14 97 99 98 57.2 

Support 

Vector 

Machine 

100 0 96 100 98 50.0 

Naïve Bayes 98 20 97 98 98 59.8 

Random 

Forest 

100 100 100 100 100 100 

 

From the results it can be seen that Random Forest algorithm outperformed all the other 

machine learning algorithms and not only it performed well but gave us 100% results on both 

the training and testing datasets. Random Forest fit perfectly on our dataset and our 

assumption of thinking that it will perform better because of its tendency to fit to the very 

complex data was proven correct after looking at the results. 

This model is capable of identifying the machine failure before it actually happens by looking 

at the features provided to us prediction. These results can be crucial in maintaining the 

machinery and avoiding any failures by taking proper measures for the machines which are 

near to failure.  
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5.2 Conclusion: 
 

In this project we are required to build a model which should be able to predict the failure of 

a machine to avoid the future machinery failures. For this purpose, we did analysis of data 

and chose machine learning algorithms which we thought would perform well on the data as 

our data contained very imbalanced classes. Upon applying different linear models, we came 

to know that the classes are not linearly separable as the linear models performed very bad in 

classifying the failure of the machine.  

So, after knowing that we are working with complex data we applied other algorithms with 

more learning power. We also scaled our data as a pre-processing step and decided to 

consider the evaluation metrics to be the sensitivity, specificity, precision, recall and F1 

scores because of imbalanced classes because just looking at accuracy wouldn’t provide 

sufficient information about the model’s performance. After all these steps we found Random 

Forest algorithm to be the best performing one and choose that as our final model. 

 

5.2.1 Recommendation and Future Work  
 

To adopt the approach presented in this project, the oil and gas companies can choose an 

integrated plan that expands on the array and quality of data so that testing of the algorithms 

for predicting maintenance that applies to their system without using manual processes 

involving employees. In effect, prediction using AI tools will reduce the staffing needs by 

precisely pinpointing which equipment and assemblies need maintenance which in turn will 

enhance the decision-making process to ensure that the minimum workforce is utilized for 

high-profit maximization because the model arrived at in this project has a positive cost-

benefit analysis.  Adopting the model recommended in this project will enable the company 

to generate additional features for simulation which improves data preprocessing to a greater 

extent. This will be possible if the model is integrated with superior analytical models (such 

as reservoir models) that are cloud-based for high equipment performance capabilities.  

The model contains complex but essential parameters believed to have the greatest impact on 

operational and asset equipment concerning uptime because risks are failures that are dealt 

with in advance before they occur. This will reduce the cost of the maintenance and schedule 

and predict maintenance before time, increasing the availability of the system, and thus 

increasing the throughput, which will eventually increase the revenues. The model is a 

perfect way of designing and deploying a system that will transfer the scheduled preventive 

maintenance into a coordinated predictive maintenance system. by providing the proper 



 
 

40 | P a g e  
 

training of the algorithm and constant feedback and upgrades because the proposed system 

has been fully tested using the current predictive software to detect any failure before it 

happens and adequately plan out the maintenance activity.  

 

5.2.2 Future Work  
 

Predictive analytics and maintenance models are now the most extreme examples of scaled, 

augmented decision-making. Future models should allow all of the aforementioned 

maintenance analytics and the corresponding predictive, planned preventative, condition-

based, descriptive, and dynamic strategies to be combined by operations and asset 

management teams to maximize maintenance and operational costs, asset lifecycle 

management, current productivity, and market demand. 
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