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Abstract

The stability of linearized partial differential equations (PDEs) governing disturbance propagation

in a one-dimensional medium, such as a perturbed fluid-fluid interface, is traditionally deduced

by examining the growth of exponential modes of the form hk = Ake
i(kx−ωt), where hk is a mode

associated with the height of the perturbed interface, Ak is its amplitude, k is a real wave number, ω

is a complex frequency, x is the spatial direction, and t is time. It is assumed that these modes may

be superimposed to construct the solution, h, to any response, and thus, if any of these modes grow

in time, the operator admits growing solutions, i.e. unstable. In previous work, King et al. (Stability

of algebraically unstable dispersive flows, Phys. Rev. Fluids, 1(073604), 2016) report the breakdown

in this stability classification when Im[ω] = 0 for all k values. While this result classically indicates

that solution responses neither grow nor decay in time, King et al. find, instead, that responses grow

algebraically as h ∼ ts where s is a positive fractional power. This result is deduced through an

asymptotic analysis of the Fourier integral that invokes the continuous superposition of an infinite

number of modes. In this work, we explore — through a sequence of three related problems — the

response behavior of linear operators that exhibit a similar breakdown in stability classification. First,

we study the rectilinear, Newtonian, thin-film flow of a liquid down an inclined plane. In contrast to

the structure of King et al, at neutral stability (based on traditional mode characterization discussed

above) the operator yields a single mode having Im[ω] = 0 for k = 0, and Im[ω] < 0 for k > 0. As

in King et al., we utilize a Fourier-Laplace approach and conclude that the response amplitude is not

constant at neutral stability, and in fact decays in time as t−1/2 — this is yet another breakdown

in the traditional classical stability conclusion based on exponential modes. Next, two operators

that demonstrate algebraic growth as t1/2 in one dimension (1D) studied by King et al. (Phys. Rev.

Fluids, 1, 2016, 073604:1-19) and Huber et al. (IMA J. Appl. Math., 85, 2020, 309-340) are

extended to two dimensions (2D) and propagation characteristics are examined. We find that the
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Spatiotemporal stability

increase in dimension leads to a reduction of 1D response magnitude by a factor of t1/2 compared

with the 1D cases. Thus, peaks which grew in 1D have a constant height in 2D, and regions which

decay (algebraically or exponentially) do so faster in 2D. We also find that both operators admit

long-time solutions that are functions of similarity variables, which contract space and time. Lastly,

we examine the effect of a local oscillatory forcing on the previously examined operator studied by

King et al. — this is referred to as the signaling problem. Whereas signaling has been studied with

operators that admit exponential growth and decay, we examine, for the first time, the morphology

of the solution response for an operator that admits algebraic growth. As in exponentially growing

systems, we find that critical velocities can be determined that observably delineate the response

into distinct regions. However, the response is distinctly different from exponentially growing cases,

owing to the neutrally stable character of its component modes. The superposition of such modes

via Fourier integral analysis reveals a rich structure having broad regions with distinct bounding

amplitudes. Overall, the three problems examined provide new insights into the nature of neutral

stability and the solution of PDEs under such conditions.
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Chapter I

Introduction

The ability to determine how fluid systems respond to disturbances is important to a wide

variety of manufacturing processes. Whether such disturbances grow or decay when initiated

— the so-called stability of the flow — is crucial to that assessment. For example, unstable

fluid flows assure that droplets are formed in liquid fuel atomizers [1, 2, 3]. Alternatively,

stable fluid flows are desirable in high-precision coating processes used to manufacture

uniform liquid films — these are used, for example, to produce ink jet and copier paper,

printed electronics, and liquid crystal display screens [4, 5]. If a system is stable, then the

response to any disturbance will damp out with time, while if it is unstable, the disturbance

will magnify in time. This work focuses on stability analyses relevant to thin-film coating

processes. In these flows, the tight product constraints (on the order of 1%) mean that

linearized governing equations provide accurate predictions of disturbance propagation,

as the product would be rendered unsalable before the assumptions of linearization are

violated [6].
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Spatiotemporal stability

In order to determine if responses to a disturbance grow or decay, classical stability analysis

is utilized. Introduced originally in 1880 by Lord Rayleigh [7], classical stability analysis

serves as the basis for much of the hydrodynamic literature [8, 9, 10, 11]. In order to apply

the method to a linear operator, the response is expressed as an infinite sum of modes, hk,

each of the form

hk(x, t) = Ake
i(kx−ωt) = Ake

(ωit)ei(kx−ωr)t. (I.1)

In (I.1), Ak is the amplitude of the mode as a function of wave number, k is the real wave

number, ωr is the real and ωi the imaginary part of the complex frequency ω(k), x is the

spatial direction, and t is time.

In the superposition of exponential modes used to construct any disturbance, the fastest

growing (or slowest decaying) mode, defined by ωi,max ≡ max(Im[ω(k)]), will dominate the

overall response as time goes to infinity as

hmax ∼ Amaxe
ωimaxt as t→∞, (I.2)

where Amax is the Ak for the relevant mode. In (I.2), the sign of ωi,max is used to determine

the stability for a given set of conditions as follows [8, 12, 9]:

ωi,max < 0 : The system is stable, (I.3a)

ωi,max = 0 : The system is neutrally stable, (I.3b)

ωi,max > 0 : The system is unstable. (I.3c)

According to this classification, if ωi,max > 0 the response to an arbitrary disturbance will

grow exponentially in time, and if ωi,max < 0, the response will decay exponentially in

time. The method indicates that if ωi,max = 0 the response will neither grow nor decay.

2
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This is not, however, always the case. In the case of water waves, all values of ωi are zero,

and disturbances decay algebraically as t−1/2 [13, 14]. In King et al. [15], an operator that

governs varicose perturbations in a curtain flow is analyzed and is shown to permit solutions

that grow algebraically as t1/2, despite all values of ωi being zero. As such, additional

linear stability methodology is needed to supplement the classical theory to allow one to

accurately determine the behavior of neutrally stable flows.

The objective of this research is to provide case studies of neutrally stable flows where

classical stability analysis breaks down. While not intended to be an exhaustive study,

the goal is to examine the representative behavior of various simplified operators. These

operators, although simple in nature, allow us to draw conclusions in an accessible way

which rounds out our understanding of neutral stability. Below is a table (Table I.1) of the

operators examined in this thesis. Each operator contains the minimum structure needed

to explore aspects of neutral stability not disclosed before, as summarized in Table I.2. In

this regard, they may be considered benchmark problems.

Table I.1: Operators at neutral stability

Operator name Previous area of study New area of study

1D-Inc. plane flow N/A Stability and response

1D-Signaling Stability and response to initial disturbance Response to oscillatory disturbance

2D-KRK 1D stability and response 2D stability and response

2D-CMH 1D stability and response 2D stability and response

3
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Table I.2: Summary of operators examined

Operator name Equation Original source Included in Description

1D-Inc. plane flow Equation II.6 From Section 4 of [16] Chapter II One mode neutrally stable, all others damped

1D-Signaling Equation III.8 Adapted from [15] Chapter III All modes neutrally stable

2D-KRK Equation IV.4 Adapted from [15] Section IV.2 All modes Neutrally stable

2D-CMH Equation IV.22 Adapted from Section 3 of [16] Section IV.3 One mode neurally stable, all others damped

In what follows, Chapter II provides a model for thin-film flow down an inclined plane under

conditions of neutral stability. This work was published in the IMA Journal of Applied

Mathematics [16] and is reproduced here with permission. The one-dimensional operator

from King et al. [15] is examined in Chapter III with the addition of an oscillatory forcing

function to — for the first time — examine the so-called “signaling problem” at neutral

stability. The problem demonstrates how the response to forcing, which persists for all time,

evolves through the passage of a transient wave response. The contents of Chapter III are

in preparation for submission. In Chapter IV, we take two one-dimensional linear operators

that exhibit growth/decay at neutral stability, previously examined by King et al. [15] and

Huber et al. [16], and extend them to higher spatial dimensions, in order to show — for the

first time — the effect of dimensionality on algebraic instability. Chapter IV is replicated

from the manuscript that has been submitted for publication [17]. Chapter V presents the

overall conclusions of the research. Note that, since Chapters II-IV are kept in the form of

prepared journal manuscripts, each chapter is intended to stand alone. As such, there is

some repetition of introductory material in these chapters.

4



Chapter II

On the stability of waves in

classically neutral flows

This section was taken directly from the publication “On the stability of waves in classically

neutral flows” [16] with the exception of adjustments to the flow and references.

II.1. Introduction

The current work is motivated by the need to characterize fluid flows involved in the

manufacture of a variety of products. All flow processes are subjected to time-varying

disturbances induced from their surroundings, while product quality typically necessitates

the requirement of time invariance. In particular, each product has a manufacturing

tolerance to perturbations that requires accurate characterization. Mathematical models

that relate disturbances to system responses are commonly used in industry to enable

5
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guided experiments, and once validated, can be accurate enough to replace experiments.

An essential feature of disturbance modeling is whether the underlying fluid system is stable

or unstable, i.e. whether a response to disturbances grows or decays. If the fluid system is

stable, then product specifications may be met by minimizing the magnitude of process

disturbances; if the system is not, control of the process is much more complex, and in some

cases, impossible. The characterization of fluid flow stability then, is motivated by practical

need. Within stable fluid systems, tight product tolerances often dictate that perturbations

be small and lie in a linear regime – a product often becomes unsalable well within the

dictates of linearity. Thus, a corresponding linear operator may be used to model the fluid

system response. The characterization of the stability of such a linear operator, then, is

of paramount importance to develop sustainable operating parameters that meet product

specifications.

If a flowing liquid system in a manufacturing process is unstable, i.e., initiated disturbances

are magnified, the flow can often easily be disrupted away from a uniform state. This could

be a desired outcome, as is the case for liquid fuel atomizers [1, 2, 3] where instability leads

to the breakup of a liquid sheet into droplets, or in the case of instability-driven turbulence

to enhance mixing processes [18]. Instability is unwelcome in other situations where layer

uniformity is essential, such as in the thin films used to coat ink jet and copier papers, printed

electronics, and liquid crystal display screens [4, 5]. Thus, it is important for practitioners to

control the parameters that influence fluid instability in order to produce a salable product.

The most widely used stability assessment, referred to here as classical stability theory,

provides the basis for much of the hydrodynamic literature [8, 12, 9, 10, 11].

6
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Classical stability theory is built on the following ideas. Typically, the analysis starts

with a full nonlinear operator and boundary conditions, which are linearized about a base

fluid flow (oftentimes exact) whose stability is to be assessed. The resulting linear partial

differential equation (PDE) system may be expressed in terms of an operator, L, and flow

response, h(x, t), as Lh = 0, where x and t are respective space and time variables. Note

that forcing and initial conditions are neglected when examining the PDE system, as the

general homogeneous response characterizes the classical stability of the medium. A solution

of this equation on an unbounded domain (−∞ < x <∞) may be expressed as

h = Aei(kx−ωt), (II.1)

where k is a real wavenumber, ω is a complex frequency, and A is an amplitude. It is

assumed that the fundamental responses (II.1) for each value of k, henceforth called modes,

may be superimposed to represent the flow response to any disturbance; furthermore, it is

assumed that the stability of a complex flow response may be characterized by the stability

of its constituent modes. Substitution of (II.1) into the linearized PDE system leads to a

dispersion relation of the form

D(k,ω) = 0, also written ω = ω(k), (II.2)

that assures a nontrivial solution of the equation Lh = 0. In classical stability theory, the

complex-valued ω(k) = ωr(k) + iωi(k) is examined, where the function ωi(k) determines

the exponential growth in time of a mode. The maximum growth rate over the range of

k ∈ (−∞,∞), denoted as ωi,max, is used to characterize the stability of the flow. At large

times, the exponential nature of the responses (II.1) dictate that growth rates at other

7
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wavenumbers are subdominant, and the system thus grows as

h ∼ Aeωi,maxt as t→∞, (II.3a)

whereA is a constant. Thus, once ω = ω(k) is established from (II.2), the linear (exponential)

stability is determined as follows [8, 12, 9]:

ωi,max < 0: the flow is linearly stable, (II.3b)

ωi,max > 0: the flow is linearly unstable, (II.3c)

ωi,max = 0: the flow is neutrally stable. (II.3d)

The classification (II.3) was used by [7], and this classical stability theory has been further

developed over the last 100+ years. We note here that the focus of this work lies in the

context of laminar flows, such as in coating processes. In contrast to problems in which

stability conclusions are affected by nonlinear perturbations to the base flow [19], such

nonlinear effects are not generally relevant to precision coating operations having tight

tolerances on layer uniformity; in these applications, products are typically unsalable even

when responses lie within the linear regime, as stated above and in [6].

The focus of this chapter is the classification of neutral stability according to (II.3d), and

is motivated by [15], henceforth referred to as KRK (the acronym for its first author). In

that work, the classical stability of a fluid flow system yields modes that are neutrally

stable for all values of k, i.e., ωi,max = 0 for all wave numbers. While the classical stability

assessment (II.3d) indicates there will be no growth or decay in a system response, KRK

demonstrates both numerically and analytically that disturbances can grow algebraically.

Algebraic growth is defined as a system response that obeys h ∼ Cts, where C is a constant

8
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and the exponent s is a positive rational number. It should be noted that algebraic decay of

disturbances (s < 0) has also been identified in previous work when exponential modes are

neutrally stable for all real k, having both integer [20] and non-integer [13, 14, 21] character.

It is apparent that the classification of neutral stability via classical means is deficient and

warrants further study.

As is evident in the work of KRK and many earlier studies [22, 23] (see KRK for a

comprehensive literature review), algebraic growth in linear PDE operators may be examined

via a spatio-temporal formulation involving both Fourier and Laplace transforms. When

the inverse Laplace transform is taken first, the resulting Fourier inversion integral has

an integrand with an exponential term identical to (II.1) with ω = ω(k) according to the

dispersion relation (II.2). As such, the connection between classical stability analysis and a

spatio-temporal analysis is made — the assumption being that the growth characteristics

of the superposition of modes of the form (II.1) invoked via integration mimic exactly that

of the individual modes (II.1) when taken separately. In fact, KRK shows that this is not

always the case. When the exponent s in h ∼ Cts is fractional, algebraic growth can only

be deduced via a superposition of modes via integration, and is thus in fact non-modal. An

additional important feature of systems exhibiting algebraic growth is their sensitivity to

the type of perturbations to the system. KRK shows that if perturbations in initial velocity

and forcing are invoked, a system response may grow algebraically; however, if the same

system is perturbed in location, the system response can decay algebraically. The sensitivity

to initial conditions makes it imperative to consider a broad set of perturbations to a system

when establishing system stability, especially so when examining the possibility of algebraic

9
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growth. A historical review of long-time algebraic instability is provided in [15].

KRK focuses on a breakdown in classical stability theory for a dispersion relation (II.2) in

which all modes exhibit neutral stability, yet growth or decay is actually predicted. The

more typical situation in which neutral stability arises in the literature is where a single

mode is neutrally stable, and modes corresponding to all other real wavenumbers exhibit

damping according to the form (II.1) with dispersion relation (II.2). It is widely held in

prior literature [8, 24, 11, 10] that flows exist in a state that is neither stable nor unstable

at a neutral stability boundary from classical theory. A question arises as to whether the

breakdown in classical stability theory (II.3) reported by KRK extends to the situations

shown in Figure II.1 when only one wavenumber mode is neutrally stable.

Figure II.1a is a schematic showing a scenario where this neutral stability configuration

occurs (see, for example [25, 26]); here, as a parameter (B) is varied through its critical

value, the flow changes from stable, to neutral, to unstable in accordance with the char-

acterization (II.3). The features of such a transition is considered in Section 2 of [16].

Figure II.1b shows another type of transition that occurs in the well-studied stability of a

single layer Newtonian fluid flowing down an inclined plane, where the critical parameter is

the Reynolds number, Re, defined in Section II.2. As indicated in Figure II.1b, unstable

flows for Re > Rec have a maximum modal growth rate at finite wave number, and as

Re→ Rec this maximum growth rate diminishes to zero and its associated wavenumber

simultaneous approaches k = 0. For Re ≤ Rec, the k = 0 mode is neutrally stable, and all

other modes are damped — in this case, there is not a true transition from instability to

stability based on a classical stability analysis, but rather a transition from instability to

10
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neutral stability. This latter assessment has not been explored in prior literature, as it is

widely accepted that when Re < Rec, inclined plane flow is stable [27, 28]. It is possible

that the k = 0 wavenumber is neglected in prior stability work because it coincides with an

interfacial perturbation that is flat, and thus may be viewed as degenerate. The objective

of this paper is to consider the prospect of algebraic growth and decay for the classically

neutral stability configurations shown in Figures II.1a and II.1b (at B = Bc and Re = Rec,

respectively)1.

The chapter is organized as follows: Section II.2 introduces the well-known incline plane

flow studied by [27], where it is shown that algebraic decay can occur on the threshold of

neutral stability. In Section II.2, the governing PDE is derived in non-dimensional form.

In Section II.3, the classical stability analysis is reviewed and key elements are extracted

regarding the neutral stability threshold. In Section II.4, the integral solution is examined

via asymptotic analysis and the algebraic decay rate is deduced. A summary of our results

and concluding remarks are given in Section II.5.

II.2. Governing equations valid for small interfacial

slope

We consider a Newtonian liquid of constant density, ρ, and constant viscosity, µ, flowing

under the influence of gravity, g, along a solid surface inclined to horizontal with angle θ

as shown in Figure II.2. The liquid layer is exposed to air having a constant atmospheric

pressure, and the air-liquid interface has a constant surface tension, σ. Under ideal
1Figure II.1a is relevant to the operator in Chapter IV and Figure II.1b is relevant to Chapter II
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Figure II.1: Classical stability curves for two illustrative problems where transition occurs due to

the variation of a critical parameter: (a) The transition from exponential growth to

exponential decay for the model problem in Section 2 of [16] as the parameter B is

varied. The curves (top to bottom) correspond to B = −1, 0, and 1, (b) The effect of

Reynolds number (defined in Section II.2) on the stability transition for flow down an

inclined plane. The curves (top to bottom) correspond to Re = 1.1 cot θ, cot θ, and

0.5 cot θ where (for all curves) the incline angle is θ = π/4 and the nondimensional

Weber number is 0.1.
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conditions, the liquid flows with a steady-state constant thickness H0 (Figure II.2) and

constant volumetric flow rate per unit width, Q0. The film is perturbed away from uniform

due to external disturbances (to be specified later) while remaining invariant in the Z

direction (out of Figure II.2, and the total film thickness deviates from H0 in accordance

with the parameterization Y = H0h(X,T ), where h is a dimensionless multiplier, Y is the

distance perpendicular to the wall into the fluid domain, X is the distance down the incline,

and T is time. The dynamics of the air are neglected and the external pressure remains

atmospheric for all time.

q

H
0

H0hX

Y

Flow

Perturbed Interface

Liquid

Air

Steady State Interface Location

H

Figure 4:  Schematic of flow of a thin film along an inclined solid.  The flow is invariant in the Z direction, oriented 
into and out of the figure.  The steady state interface location is denoted as H0, the perturbed interface location denoted 
as H, and the perturbation magnitude given as h, a fraction of H0.  

Solid

Figure II.2: Schematic of flow of a thin film along an inclined solid. The flow is invariant in the Z

direction, oriented into and out of the figure. The steady state interface location is

denoted as H0, the perturbed interface location denoted as H, and the perturbation

magnitude given as h, a fraction of H0.

A set of approximate dynamical equations that govern this configuration may be developed

as follows [29, 6]: it is assumed that the slope of the perturbed air-liquid interface and

underlying fluid trajectories are small. However, in contrast to lubrication theory that

utilizes such assumptions, inertial effects are retained since the flow may be rapid. The
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simplified time-dependent Navier-Stokes equations and continuity equation are integrated

across the film thickness H, and boundary conditions at the wall (no slip and kinematic

conditions), and interface (dynamic condition simplified for small slope, kinematic condition)

are applied. The result is an integral equation equivalent to the simplified system of equations

and boundary conditions. Following the approach pioneered by Von Karmen/Polhausen in

their treatment of boundary layer theories [30, 31, 24], a velocity profile parabolic in Y (see

coordinate system in Figure II.2) is assumed that satisfies the wall boundary conditions,

a no shear condition at the unknown interface location H(X,T ), and integrates to yield

the local volumetric flow per width, Q(X,T ). The resulting system of equations may be

written in dimensionless form as [29]:

∂Q̄

∂x
+
∂H̄

∂t
= 0 (II.4a)

∂Q̄

∂t
+

6
5
∂

∂x

(
Q̄2

H̄

)
=

3
Re

(
H̄ − Q̄

H̄2 − H̄
∂H̄

∂x
cot θ

)
+

1
We

H̄
∂3H̄

∂x3 , (II.4b)

where:

H̄ =
H

H0
, Q̄ =

Q

Q0
, x =

X

H0
, t = TQ0

H0
2 , Re = ρQ0

µ
, We = ρQ0

2

σH0
. (II.4c)

Note that H0 and Q0 are not independent and are related as follows

H0 =

( 3Q0µ

ρg sin θ

)1/3
, (II.4d)

where H0 is the exact expression for the steady-state thickness for film flow calculated from

the Navier-Stokes equations [32].

The nonlinear system (II.4) can further be simplified by restricting attention to small

interfacial perturbations, which is justified in practical applications where highly uniform

films are desired [6].
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The following forms are assumed:

H̄ ∼ 1 + h(x, t), Q̄ ∼ 1 + q(x, t), h << 1 and q << 1. (II.5)

Equation (II.5) is substituted into the system (II.4) and terms quadratic or higher in the

perturbation quantities h and q are neglected. The two linearized equations corresponding

to (II.4a) and (II.4b) are combined into a single equation to yield:

∂2h

∂t2
+

3
Re

∂h

∂t
+

12
5
∂2h

∂x∂t
+

1
We

∂4h

∂x4 +

(6
5 −

3 cot θ
Re

)
∂2h

∂x2 +
9
Re

∂h

∂x
= 0. (II.6a)

This is the desired governing equation that will be examined in what follows. In accordance

with the geometry in Figure II.2, the spatial domain that will be considered is −∞ < x <∞,

and the following boundary conditions and initial conditions are applied:

h = h0δ(x),
∂h

∂t
= u0δ(x) at t = 0, (II.6b)

h→ 0 as x→ ±∞. (II.6c)

In (II.6b), h0 and u0 are constants and δ(x) is the Dirac delta function. The system (II.6)

is well posed to solve for the response h(x, t). Note that, although (II.6a) is homogeneous,

including an impulsive pressure forcing of f0δ(x)δ(t) would have the same response as the

initial velocity condition imposed in (II.6b) as seen for the problem of Section 2 from [16];

thus, we have not incorporated it here.

II.3. Classical stability analysis

We now proceed to examine the classical stability of equation (II.6a). To do so, the condi-

tions (II.6b) and (II.6c) are neglected, and the following disturbance form is assumed:

h = Aei(kx−ωt). (II.7)
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In (II.7), k is a real wavenumber, ω = ωr + iωi is a generally complex frequency, and A is a

constant. Substituting (II.7) into (II.6a) and rearranging to assure a non-trivial solution

leads to the following:

ω2 + iβω− γ = 0, (II.8a)

β =

( 3
Re

+
12i
5 k

)
, γ =

k4

We
− k2

(6
5 −

3 cot θ
Re

)
+

9ik
Re

. (II.8b)

As shown by [27], the neutral stability condition may be deduced by examining the long

wavelength limit as a perturbation series about k → 0 holding c = ω/k fixed, which assures

that the speed of any disturbance given by the real part of c is finite. Equation (II.8) is

first rewritten for fixed c by inserting ω = ck, and the following expansion is inserted into

the result:

c ∼ c0 + c1k+ c2k
2 + c3k

3 +O(k4) as k → 0, c = ω/k fixed (II.9)

where equating like powers leads to

c0 = 3, (II.10a)

c1 = i (Re− cot θ) , (II.10b)

c2 =
6
5Re (cot θ−Re) , (II.10c)

c3 = i

[36
25Re

2 (cot θ−Re)− 12
5 Re

3 (cot θ−Re)2 − Re

3We

]
. (II.10d)

Finally, the results (II.10) can be rewritten using the definition of c in (II.9) to obtain the

final form of ω as:

ω ∼3k+ i(Re− cot θ)k2 +
6
5Re (cot θ−Re) k3

+ i

[36
25Re

2 (cot θ−Re)− 12
5 Re

3 (cot θ−Re)2 − Re

3We

]
k4 +O(k5) as k → 0. (II.11)
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According to the form (II.7), the response grows exponentially if ωi > 0, and thus according

to (II.11) for k 6= 0, there is growth when Re > cot θ. The approximate nature of

equation (II.6) is revealed here, for when the full linearized Navier-Stokes system is analyzed

in the long wavelength limit, the exact result from [27] is that instabilities arise for

Re > 5/6 cot θ; apart from the coefficient difference, the interpretation of instability is

identical to that of the approximate analysis. Note that, to make his stability assessment,

Yih only retained terms to order k2 in (II.11) (i.e., O(k) in (II.9)). While the additional

terms in (II.11) do not alter the above stability conclusions, they are required to enable the

analysis in Section II.4.

The classical interpretation of exponential growth in the long wavelength limit warrants

additional discussion relevant to the current work. In particular, equation (II.11) indicates

that ωi = 0 when k = 0, and thus equation (II.7) shows that this wavenumber exhibits

a neutrally stable condition. Figure II.3 provides a schematic of the growth rate, ωi, as

a function of k, for k ≥ 0, based on solutions of the Orr-Somerfeld equations (see, for

example [33, 28]). As indicated in curve (a), for Re > cot θ, waves exponentially grow over

a range of k, with the maximum wave growth occurring at finite k. For smaller Re that

satisfies Re > cot θ given by curve (b), the wavenumber associated with maximum growth

is reduced, until at the neutral condition shown by curve (c), this wavenumber becomes

coincident with k = 0; for all k 6= 0, modes damp exponentially in accordance with (II.7).

This same structure persists for Re < cot θ. For all curves shown in Figure II.3, note that

k = 0 is in fact a wavenumber that exibits neither growth nor decay, from the classical

characterization.
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Figure 5:  Typical plot of growth rate, wi, vs real wavenumber, k.  In the k®0 limit, ci is given by equation (16c).  Curve 
a): Re>cotq, an unstable condition.  Note that the maximum growth rate occurs at a finite wavenumber.  Curve b): 
Smaller Re than curve a, but still satisfying Re>cotq.  Note that the maximum growth rate is reduced and has shifted to 
smaller wavenumber.  Curve c): The first condition at which there is no growth as Re is lowered is Re=cotq. Curve d): 
Re<cotq.  For curves c) and d) Modes exponentially damp for all k¹0, and k=0 is the wavenumber of maximum (but 
zero) growth.  

k
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Figure II.3: Qualitative plot of growth rate, ωi, vs real wavenumber, k, for various values of Re.

In the k → 0 limit, ωi is given by equation (II.11). Curve a): Re > cot θ, an unstable

condition. Note that the maximum growth rate occurs at a finite wavenumber. Curve

b): Smaller Re than curve a, but still satisfying Re > cot θ. Note that the maximum

growth rate is reduced and has shifted to smaller wavenumber. Curve c): The first

condition at which there is no growth as Re is lowered is Re = cot θ. Curve d):

Re < cot θ. For curves c) and d) Modes exponentially damp for all k 6= 0, and k = 0

is the wavenumber of maximum (but zero) growth.

The Orr-Somerfeld solutions in Figure II.3 show why a stability assessment for Re > cot θ

may be made based on the k → 0 limit. Although the maximum growth in this parameter

range generally occurs at a finite value of k, the concavity of the asymptotic solution (II.11)

is always positive when there is growth; this enables positive concavity in the k → 0 limit

to assure instability. For situations where Re = cot θ or Re < cot θ, the concavity of (II.11)

is zero or negative, respectively. For these cases, however, the k = 0 wavenumber precludes

a stability conclusion (as pointed out by [27]), since k = 0 corresponds to the wavenumber
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of maximum (zero) growth. We set out to make this assessment in the analysis to follow,

where we explicitly examine the system response for cases where Re ≤ cot θ via asymptotic

analysis.

II.4. Integral solution and long-time asymptotic

behavior

We now proceed to solve the system (II.6) and examine its stability features, following the

process discussed in Section 2.2 of [16]. The Fourier transform is defined as

ĥ(k, t) =
∞∫
−∞

h(x, t)e−ikxdx, (II.12a)

h(x, t) = 1
2π

∞∫
−∞

ĥ(k, t)eikxdk. (II.12b)

Taking the transform of equation (II.6) yields

d2ĥ

dt2
+ β

dĥ

dt
+ γĥ = 0. (II.13a)

It is implicit in the use of the Fourier transform that equation (II.6c) is satisfied. The

associated initial conditions (II.6b) become:

ĥ = h0, ∂ĥ

∂t
= u0 at t = 0. (II.13b)

The ordinary differential system (II.13) is solved to yield

ĥ = C1(k)e
−iω1(k)t +C2e

−iω2(k)t, (II.14)

where ω1(k) and ω2(k) are the two roots of the quadratic equation (II.8) given as

ω1(k) = −
i

2

(
β −

√
β2 − 4γ

)
, ω2(k) = −

i

2

(
β +

√
β2 − 4γ

)
(II.15a)
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and

C1(k) =
ω2h0 − iu0
ω2 − ω1

, C2(k) =
iu0 − ω1h0
ω2 − ω1

(II.15b)

The final solution for h(x, t) may be obtained by utilizing the inverse Fourier Trans-

form (II.12b) to obtain

h (x, t) = 1
2π

∞∫
−∞

[
C1(k)e

φ1(k)t +C2(k)e
φ2(k)t

]
dk, (II.15c)

where

φ1(k) = i

[
k
x

t
− ω1(k)

]
, φ2(k) = i

[
k
x

t
− ω2(k)

]
. (II.15d)

The result (II.15) provides the integral solution to the system (II.6), where β and γ are

given in (II.8b).

The long time asymptotic behavior of (II.15) for Re ≤ cot(θ) may be used to establish the

stability of the flow system governed by equation (II.6). In Appendix A.1, it is shown that

the second term in (II.15c) damps faster than the first as t→∞ for all k, and so we may

recast (II.15c) as

h (x, t) ∼ 1
2π

∞∫
−∞

C1(k)e
φ1(k)tdk, t→∞, Re ≤ cot(θ). (II.16)

Although we cannot determine a closed-form solution for the Fourier integral in (II.16), it

can be evaluated via the method of steepest descent [34], where we allow k = kr + iki to

be complex and look for a closed integration path (in the complex k-plane) that includes

the real line and passes through a saddle point of (II.15d); this enables the use of Cauchy’s

theorem. An nth order saddle ks of φ1 is defined by

dφ1
dk

∣∣∣∣
ks

= · · · = dn−1φ1
dkn−1

∣∣∣∣∣
ks

= 0, dnφ1
dkn

∣∣∣∣
ks

6= 0, n > 1. (II.17)
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Note that, depending on the direction of approach, saddle points can describe where Real[φ1]

reaches a maximum or minimum. The deformed integration path of steepest descent moves

through the saddle such that the imaginary part of φ1(k) is constant and real part of φ1(k)

attains its maximum value at the saddle. This enables an asymptotic expansion about the

saddle point, which can be used to deduce the dominant behavior as t becomes large. The

path of ascent, where a minimum of Real[φ1] is reached at the saddle, is not useful in the

long-time evaluation of Fourier integrals such as (II.16). Note that (II.16) contains branch

points when β2 = 4γ and so care must be taken such that the aforementioned path does

not enclose such points, as this would violate Cauchy’s theorem.

Substituting (II.15d) into (II.17) leads to the relations for ω(k) = ωr(k) + iωi(k)

dωr
dkr

∣∣∣∣
ks

=
x

t
, (II.18a)

dωi
dkr

∣∣∣∣
ks

= 0. (II.18b)

Equation (II.18) highlights that each saddle point ks is paired with an x/t ray; it provides

a simultaneous set of equations to solve for the real and imaginary parts of ks for a given

x/t. We may deduce the long-time behavior of (II.16) along specific x/t values by expanding

φ1(k) about the corresponding saddles. Using this expansion within the method of steepest

descent outlined above (see Appendix A.2), we arrive at the following long-time behavior

for (II.16)

h (x, t) |x
t
=3 ∼

h0 + u0 Re/3
2
√
π [cot(θ)−Re]

t−
1
2 , Re < cot(θ), (II.19a)

h (x, t) |x
t
=3 ∼

1
4πΓ

(1
4

)[3 We
Re

] 1
4
(h0 + u0 Re/3) t−

1
4 , Re = cot(θ), (II.19b)

h (x, t) |x
t
6=3 ∼ f1t

− 1
2 ef2t cos (f3t+ f4) , c2 < 0, Re ≤ cot(θ), (II.19c)
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where the real-valued parameters f1, f2, f3, and f4 are functions of x/t. A more specific

form of (II.19c) for direct use is given by (A.24) in Appendix A.2. Note that there is a

structural change for x/t = 3 and x/t 6= 3 (for all Re ≤ cot(θ)). For any Re, x/t = 3 is the

least damped ray, only exhibiting algebraic decay, while all other rays damp exponentially

at t → ∞. There is also a structural change for Re < cot(θ) and Re = cot(θ) along the

ray x/t = 3. For Re < cot(θ), the peak of the wave packet (at x/t = 3) decays like t−1/2.

For Re = cot(θ), the peak of the wave packet decays like t−1/4. This is a ramification of

the saddle point being 2nd-order for the former and 4th-order for the latter, as shown in

Appendix A.2; this change of order can also be seen in (II.11), setting Re = cot(θ). Here,

we have deduced the stability of the system (II.6) for Re ≤ cot(θ), in a parameter space

where classical stability analysis is inconclusive.

The Fourier series solution to (II.6) is shown in Figure II.4, where the peak is seen to decay

in accordance with the asymptotic solution given by (II.19b) along x/t = 3, as indicated by

a black line in the figure. Away from the peak (for x/t 6= 3) the series solution approaches

the asymptotic solution given by (II.19c), as indicated in Figure II.5.

II.5. Conclusions

Flow transition from stability to instability is examined in which a single mode (i.e., for

one value of wavenumber) indicates classical neutral stability. It is found that fluid flows

characterized as being neutrally stable via exponential modes in fact may exhibit either

algebraic growth or decay. A partial differential equation system is examined, one that has

been constructed to model the well-studied problem of rectilinear Newtonian flow down an
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Figure II.4: Fourier series solution (shaded surface) to (II.6) compared with (II.19b) (black curve)

along the line x/t = 3. Re = cot(θ), h0 = u0 = 1, θ = π/4, and We = 0.1.
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Figure II.5: Fourier series solution (solid curves) to (II.6) along specific x/t rays, compared with

the long-time asymptotic solution given by (II.19) (dashed curves) for Re = cot(θ),

h0 = u0 = 1, θ = π/4, and We = 0.1.

inclined plane. In this case, algebraic decay occurs both at and below the critical Reynolds

number.

For the problem reported here, exponential growth occurs above a critical Reynolds number.

In his own work [27], Yih also reached the conclusion that the flow is unstable above the

critical value, but could not reach a conclusion for when the Reynolds number was below

the critical value. The discovery of algebraic stability below the critical Reynolds number

carries with it the danger that the flow will not be as stable as it would be if all values of ωi

were negative and disturbances damped exponentially. In the context of coating operations

that utilize an inclined plane-flow geometry to form liquid films, our results show that

disturbances to a process, even if damped, will damp out more slowly than expected in the

physical domain. It is possible that, given larger disturbances, even a damped response

24



Spatiotemporal stability

may lead to unacceptable perturbations in coated liquid films.
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Chapter III

On the response of neutrally stable

flows to oscillatory forcing with

application to liquid sheets

III.1. Introduction

Many liquid film coating processes have tight product specifications and require precise

control over process conditions. Such processes are used, for example, to produce printed

electronics, liquid display screens, high quality papers used for printing, and more [4, 5].

Industrial processes are inevitably subject to ambient disturbances, some impulsive such as

those from the sudden repositioning of equipment, and some repetitive from vibrations due

to pumps and fans. Perhaps the simplest model for the response of fluid flows to repetitive
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disturbances is the so-called “signaling” problem, defined in one dimension (1D) as

Lh = Afe
iωf tδ(x), (III.1)

where L is a linear governing operator, t is time, Af is the forcing amplitude, ωf is the

forcing frequency, δ(x) is the Dirac delta function, and x ∈ (−∞,∞). Equation (III.1)

is subject to constraints to make the problem well-posed; the number of constraints is

determined from the number of spatial and time derivatives in L. The signaling problem

admits two components of the solution, the transient behavior due to the start-up of the

disturbance and the long-time signaling behavior due to the oscillatory forcing. While most

real-world disturbances occur over multiple frequencies and locations, (III.1) provides a

simple model from which the responses to arbitrary forcing functions can be constructed

via superposition and the method of Green’s functions; these are afforded by the linearity

of the operator.

The motivation of this chapter lies in the need to characterize how the response to sig-

naling from inevitable disturbances in manufacturing flows will propagate; this includes a

characterization of both the breadth (how much of the product will be affected) and the

amplitude of the response (how badly will the product be affected).

In order to characterize the response of (III.1), a first step is to examine the stability of the

unforced medium itself by assessing response behavior of the homogeneous form Lh = 0;

this approach, known as classical stability analysis, is used extensively in the hydrodynamic

literature [8, 9, 10, 11]. The solution to the homogeneous equation is expressed as an infinite
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sum of complex modes,

h(x, t) =
∑

hk(x, t) =
∑

Ake
i(krx−ωt) (III.2)

with complex amplitude, Ak, real wave number, kr, and complex frequency, ω = ωr + iωi.

The form (III.2) is substituted into the homogeneous operator without constraints, and

nontrivial solutions are obtained that enable Ak to be arbitrary. The result is a dispersion

relation of the form ω = ω(kr). Notably, the assumed modal form, hk, can be rewritten as

an exponential term times an oscillatory term,

hk = Ake
(ωit)ei(krx−ωr)t. (III.3)

In the summation (III.2), the mode (or modes) that grows the fastest or decays the slowest

will dominate the overall response as time goes to infinity. Therefore, we can express the

magnitude of h for ωi,max ≡ Im[ω] and with the associated Ak value Amax as

|hmax| ∼
∣∣∣Amaxe

ωimaxt
∣∣∣ as t→∞. (III.4)

In (III.4), the sign of ωi,max is used to determine the classical stability for a given set of

conditions as follows [8, 12, 9]:

ωi,max < 0 : The system is stable, (III.5a)

ωi,max = 0 : The system is neutrally stable, (III.5b)

ωi,max > 0 : The system is unstable. (III.5c)

However, the method fails to properly classify neutrally stable (III.5b) cases where the

maximum value (or all values) of ωi is zero. Such cases can lead to emergent algebraic

behavior, as seen in [15, 16] (and the references therein), where the solution magnitude
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goes as t raised to a fractional power, such as t1/2 or t−1/2. Such behavior is fascinating

because it arises from the summation of modes and cannot be deduced from any individual

exponential mode or finite set of modes as in classically stable or unstable systems.

As shown in previous literature [35, 36, 37], the spatio-temporal stability of the underlying

medium itself (deduced from the homogeneous governing equation (III.1)) is central to the

relevance of signaling. In fact, transients are carried by the homogeneous solution, and these

are initiated at t = 0 in any system through initial conditions. Previous work on signaling

in spatio-temporal systems has focused on systems having exponential growth or decay

in time according to (III.4) and (III.5). If a flow is temporally stable, then the effects of

transients damp exponentially with time and the response to the forcing in (III.1) persists

as the dominant solution. Alternatively, if a flow is temporally unstable but convective,

transients will propagate away from the source even as they grow exponentially with time,

and once again, the response to forcing in (III.1) remains in any finite domain after the

transient passes through. In this case, then, the processes can be controlled by minimizing

disturbances and adjusting the rate at which exponential growth occurs through the choice

of process conditions1, so that the response magnitude remains sufficiently small over a

given finite domain. If a flow is absolutely unstable, however, transients remain in the

domain, never dissipate as they grow exponentially with time, and overwhelm the effect of

forcing in (III.1); therefore, the forcing solution in this case is subdominant to the transients

at large times and thus is not of practical importance. Absolutely unstable processes cannot

be controlled by minimizing process disturbances, as responses remain in the domain as
1In fluid systems, this can include viscosity, flow rate, etc.

29



Spatiotemporal stability

they grow. As a result, it is impossible to maintain a high-precision process in absolutely

unstable systems as products are pushed out of specifications.

Thus far, the solution response governed by linear operators that admit algebraic growth

has only been studied for impulsive forcings [15, 16]. In this work, we elucidate the structure

of the response of a neutrally stable flow to a localized oscillatory forcing (i.e., the signaling

problem (III.1)).
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Figure III.1: Schematics of exponentially unstable signaling problems studied by Barlow et al. [36]

replicated here with permission. Figure III.1a is spatially unstable and Figure III.1b

is spatially stable. The velocities V+ and V− are the bounds of the transient growth

envelope around the peak Vmax, the velocities VI are the farthest downstream

locations where the oscillating source affects the solution (the signaling region), and

the velocity VE marks the point where the growth rate of waves generated by the

oscillatory forcing are is the same as those of the transient solution.

It is useful to examine the closely-related signaling problem for operators that admit

exponential growth and decay; see Barlow et al. [36] and references contained therein for

an extensive review. Figure III.1 provides a schematic of the signaling response in such

cases. As indicated, the structure of the solution is delineated by well-defined velocities;
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these velocities are extracted naturally from the long-time behavior using the method of

steepest descent [34]. In particular, one can readily extract the bounding envelope of the

transient (V+,V−) from the asymptotic expressions where the growth rate of the transient

is zero, the farthest extent of the so-called signaling region (VI) from pole inclusion in the

relevant contour integrations, and the velocity (VE) from the equality of the transient and

forced oscillation response amplitudes. We demonstrate herein that the structure of the

signaling response in a system that admits algebraic growth also has critical velocities, but

the structure is markedly different. The neutrally stable system studied in this chapter only

has two types of velocities relevant to the overall structure: Those that correspond to the

peak of the transient (of the type Vmax in Figure III.1) and those due to the inclusion of

poles (of the type VI in Figure III.1). While our approach is analogous to the studies that

map the regions of interaction between exponentially growing waves (in space and time) in a

classically unstable signaling problem [35, 36, 37], the signaling problem examined here has

a distinctly different structure that is explored through careful asymptotic analysis.

The chapter is organized as follows: In Section III.2, we pose the signaling problem

that governs varicose waves in an inviscid planar liquid sheet at neutral stability. The

governing linear operator here admits algebraic growth of waves when initiated by an

impulse disturbance, as shown by King et al. [15]. In the subsequent sections, the signaling

response is fully characterized through Fourier analysis and asymptotic methods. This

examination begins in Section III.3, where the Fourier integral solution is provided. In

Section III.3.1, critical velocities are determined that delineate regions of the signaling

response — this parallels the structure found in responses that exhibit exponential growth
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or decay as discussed above. Section III.3.2 describes the method to extract the bounding

amplitudes of the oscillatory signaling response via analytical means. In Section III.4,

results showing the structure of the signaling response are provided, and Section III.5

provides more insight. The results are discussed in Section III.6; this section also includes

discussion which contrasts signaling in systems that admit algebraic and exponential growth.

Concluding remarks are provided in Section III.7.

III.2. Formulation: The signaling problem

To uncover key features of signaling in a neutrally stable flow, we introduce localized

oscillatory forcing to the model of King et al. [15] as,

∂2H

∂t2
+ c2∂

2H

∂x2 + 2c ∂
2H

∂x∂t
+B2∂

4H

∂x4 = Afe
(iωf t)δ(x), (III.6a)

H(x, 0) = H0δ(x),
∂H

∂t
(x, 0) = U0δ(x), H → 0 as x→ ±∞, (III.6b)

where H is the system response (given physical context in the discussion below), H0 is

the real amplitude of the impulsive perturbation in initial height, U0 is the real amplitude

of the impulsive perturbation in initial surface velocity, and the parameters B and c are

real-valued coefficients. In order to study different phases of sinusoidal forcing, Af is taken

to be complex. Note that in King et. al., δ(t) is used instead of eiωf t in the right-hand

side of (III.6a), as the focus of that work was the response of the operator to impulsive

disturbances [15].

Physically, the linear operator in (III.6) governs the propagation of long varicose waves

in an inviscid planar liquid sheet in the absence of ambient gas once the identifications
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B = We−1/2 and c = 1 [2] are made. In this context, We = ρlu
2h0
σ is the dimensionless

Weber number, where ρl is the liquid density, u is the liquid velocity in the sheet, h0 is the

half-sheet thickness, and σ is the surface tension; a schematic is provided in Figure III.2.

This flow has long been known to be neutrally stable [2, 22] in accordance with (III.5) and

exhibits algebraic instability [15, 23] when U0 is nonzero. In the context of varicose waves

in liquid sheets, the oscillatory forcing introduced here has only been studied for responses,

taken in the presence of ambient gas, that admit exponential growth [37] and are governed

by a different operator than (III.6). In the following sections, we uncover, for the first time,

the structure that arises when signaling is imposed on a neutrally stable flow.

Figure III.2: Schematic of varicose waves in a planar liquid sheet. The flow is invariant in the z

direction, which is oriented into and out of the page. The non-dimensional steady

state half-sheet thickness is d, and the perturbations from it are given by height H.

Note that the indicated response H has been exaggerated for clarity, H must be

much smaller than d to be consistent with the linearity assumption.

Because the partial differential equation (PDE) in (III.6) is linear, the dependent variable,
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H, can be expressed by superposition as follows:

H(x, t) = g(x, t) + h(x, t),

where g and h are expressed as

∂2g

∂t2
+ c2 ∂

2g

∂x2 + 2c ∂
2g

∂x∂t
+B2 ∂

4g

∂x4 = 0, (III.7a)

g(x, 0) = H0δ(x),
∂g

∂t
(x, 0) = U0δ(x), g → 0 as x→ ±∞, (III.7b)

and

∂2h

∂t2
+ c2∂

2h

∂x2 + 2c ∂
2h

∂x∂t
+B2∂

4h

∂x4 = Afe
(iωf t)δ(x), (III.8a)

h(x, 0) = 0, ∂h

∂t
(x, 0) = 0, h→ 0 as x→ ±∞. (III.8b)

The split between (III.7) and (III.8) allows us to study the effect of the forcing on (III.8)

without repeating the work done by King et al. [15]. Note that equation (III.7) omits the

impulsive forcing (Aδ(x)δ(t)) present in King et al. as it can be shown that it is equivalent

to a disturbance in the initial surface velocity with A = U0 in (III.7). King et al. find

that, for nonzero U0, the solution propagates and grows as t1/2 along the single velocity

x/t = c; however, a nonzero displacement H0 in (III.7b) yields a damped solution. The

superposition above allows us to focus specifically on the response to the oscillatory forcing

in (III.8), and how the long-time response to the forcing (i.e., signaling) evolves past the

transients invoked by the start-up.

III.3. Fourier Integral Solution

The solution to (III.8) is found by taking the Fourier transform in x, solving the resulting

ordinary differential equation in time, and setting up the Fourier inversion integral (see
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Appendix B.2 for additional details). The inversion integral is broken into two integrals, Ĩ

and Î as

h =
Ĩ + Î

2π , (III.9a)

Ĩ =

∞∫
−∞

−Af e
i(ωf )t

B2 ei(kV )t
(
eiB(k−k2)(k−k3)t − 1

)
(k− k0)(k− k1)(k− k2)(k− k3)

dk, (III.9b)

Î =

∞∫
−∞

iAf sin(Bk2t)ei(kV−kc)t

k2B2(k− k0)(k− k1)
dk, (III.9c)

k0 =
−c−

√
c2 − 4Bωf
2B , k1 =

−c+
√
c2 − 4Bωf
2B ,

k2 =
c−

√
c2 + 4Bωf
2B , k3 =

c+
√
c2 + 4Bωf
2B , (III.9d)

where V ≡ x/t is taken to be a fixed velocity at which we evaluate the integral. Note that

the introduction of V as a fixed parameter naturally arises through analysis of the long-

time asymptotics of the integral. Furthermore, from prior work discussed in Section III.1,

structural changes in the solution are naturally characterized by different values of V .

A key feature of the integrals in (III.9) are the poles k0 through k3 which arise from

the forcing function. When we evaluate (III.9b) and (III.9c) through complex contour

integration, the location of the poles determines whether they have an effect on the solution;

contours are examined in Supplmental Materials Sections B.7 and B.8. A significant change

occurs in the structure based on the sign of square root discriminants in (III.9d). The

critical value of forcing frequency, denoted as ωc, arises when the discriminants of k0 and k1

are zero, i.e.

ωc =
c2

4B . (III.10)
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When the system is forced at a frequency higher than the critical value (ωf > ωc), all

four poles lie on the real k axis, as shown in Figure III.3. When the system is forced at a

frequency lower than the critical value (ωf < ωc), poles k0 and k1 (III.9d) lie off of the real

k axis and poles k2 and k3 (III.9d) lie on the real k axis, as shown in Figure III.4. In what

follows, we will explore the structure arising from values of ωf < ωc and ωf > ωc. The case

of ωf = ωc is examined using the FSS(Appendix B.1.1) of (III.8) and addressed at the end

of Section III.5.

Figure III.3: ωf < ωc: General schematic

showing the movement of the

poles with small increases (+)

and decreases (−) in the forc-

ing frequency, ωf , for ωf <

ωc. Note that all four poles

lie on the real k axis.

Figure III.4: ωf > ωc: General schematic

showing the movement of the

poles with small increases (+)

and decreases (−) in the forc-

ing frequency, ωf , for ωf >

ωc. Note that k0 and k1 lie

off of the real axis, and k2 and

k3 lie on the real axis.

The two cases (ωf < ωc and ωf > ωc) are handled separately in the analysis due to the

difference in pole structure shown in Figures III.3 and III.4. As ωf is varied within these

regions, poles translate in the complex k-plane, indicated by the arrows emanating from
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each pole. As shall be seen in Appendix B.2, the location of these poles is crucial to the

asymptotic evaluation of the Fourier integral solution (III.9) in the limit as t→∞.

One key detail of the analysis is that contour integration is used to evaluate the integrals

in (III.9), and the position of the contour in the complex plane is a function of the velocity

V in (III.9). This means that, for a fixed set of parameters, the velocity at which the

integral is being evaluated determines the poles that are enclosed, and this, in turn, changes

the structure of the solution. The details of the asymptotic evaluation of the inversion

integrals is provided in Appendix B.2.

III.3.1 Approach to determine critical velocities

Critical velocities examined in spatio-temporal problems have been used to delineate

structural changes in solution responses having exponential growth or decay [9] as shown in

Figure III.1. However, many of the critical velocities in such systems are based on transitions

between exponentially growing and decaying portions of the solution response [35, 36, 37].

Thus, many of the “bounding velocities” and associated structural changes are different

when an operator that admits algebraic growth is considered.

Here, we define critical velocities as those which — based on pole, saddle, and contour

orientation — delineate possible structural changes in the solution. The analysis of the

structure begins by extracting all possible critical velocities. Of these critical velocities, there

are two categories, observable and non-observable. While both categories are associated

with structural changes in the solution, only those associated with the observable critical

velocities persist and delineate distinct regions of the solution response in the long-time limit.
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The distinction between these regions, as well as their width, is crucial to understanding

how disturbances propagate in a forced neutral flow such as (III.8).

Although observable critical velocities may be approximated by inspection from a numerical

or FSS (Appendix B.1.1), analytical expressions for these velocities emerge from the long-

time asymptotic solution. All of the critical velocities can be extracted early in the process

of the asymptotic analysis, but require more work to definitively determine those that lead

to observable changes in solution response (observable critical velocities) and those that do

not (non-observable critical velocities).

Two critical velocities can be identified immediately without additional analysis. The zero

velocity, V = 0, delineates the upstream and downstream directions and is the location

of the imposed oscillatory disturbance. The peak velocity, V = c, is extracted from the

homogeneous form of the equation by King et al. [15] and provides the velocity of the

algebraically growing peak.

In order to determine the critical velocities relevant to the signaling problem, we note that

the Fourier integrals in (III.9) are of similar form, and can be written generally as:

Integral =

∞∫
−∞

1
f(k)

eφ(k)tdk. (III.11)

In (III.11), there are a finite number of simple poles, ki, where f(ki) = 0 and some

value of ks(V ), which is an nth order saddle point of φ(k), such that dn−1

dkn−1 (φ)
∣∣∣
ks

= 0

and dn

dkn (φ)
∣∣∣
ks
6= 0. The behavior of the integral near saddle points is relevant to the

long-time asymptotic behavior via the method of steepest descents [34]. The location of

the saddle point is a function of V (i.e., ks = ks(V )), indicating that any given velocity
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corresponds to a saddle point. Each saddle point leads to a different arrangement of the

complex contours used in the asymptotic analysis (see Appendix B.2). For a given velocity

and set of parameters, the poles are either enclosed, not enclosed, or intersected by the

contour. Critical velocities are extracted by finding all the real values of V where a pole of

f(k) intersects a contour. The simplest critical velocities to determine through are those

associated with the poles that lie on the locus of saddle points, as it is simply a matter of

setting ks(V ) = ki and solving for V . The velocities associated with poles that lie off the

locus of saddles are more difficult to find, as they require establishing how the contours

sweep through the complex k plane as shown in Appendix B.2. Note that, for (III.8), the

locus of saddles lies along the entirety of the real k axis. In what follows, no distinction

will be made between the “locus of saddles” and “real k axis”.

Overall, then, every critical velocity (besides V = 0 and V = c) corresponds to either:

(i) a change in whether a given pole is enclosed or not within a contour (going from not

enclosed to enclosed or vice versa) or (ii) the situation where a saddle point and pole are

coincident. As defined earlier, these velocities indicate where structural changes in the

solution could occur at long times. Once all the critical velocities are found, they can be

overlaid on a numerical solution to visually determine those which yield significant changes

in the solution without having to undertake a full asymptotic analysis.

If a term in the asymptotic form associated with a critical velocity decays exponentially in

time when active, then it will not have any lingering structural effect on the solution response

at large times. These velocities correspond to the off-axis pole locations in Figure III.4

and are non-observable. The only observable critical velocities, then, are those associated
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with the coincidence of a pole and saddle along the real k axis. In fact, it is the difference

in the number of on-axis poles that accounts for the differences in the solution structure

associated with the cases ωf < ωc and ωf > ωc configurations as will be seen.

Note that observable critical velocities are important as they delineate regions of the

response where there are significant structural changes in the asymptotic response at long

times. As such, observable critical velocities bound upstream and downstream regions of the

response, and it is possible to identify portions of the response corresponding to transients

and the oscillatory forcing. In light of comments made in the introduction regarding damage

to thin film coatings, the breadth of these regions, as well as the amplitude of the response

within them, is of practical relevance.

III.3.2 Approach to determine bounding amplitudes

Within each region delineated by the critical velocities of Section III.3.1, there are three

potential outcomes; the disturbance grows, decays, or oscillates with a constant amplitude.

At large times, the spatial resolution needed to accurately predict features of the solution

is quite large (see Appendix B.1.2 for more details). As the solution has an oscillatory

character in each region, a bounding amplitude enables us to determine the maximum

damage to the liquid sheet without needing to obtain the full solution to the required

resolution. The bounding amplitude can most certainly be extracted numerically by looking

at the solution response, although this must be done individually for every set of parameters.

Bounding amplitudes can be extracted analytically using the long-time asymptotic solutions

and, as such, this section will provide a higher level discussion about how such amplitudes
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are extracted.

To extract the amplitude of the solution within a single region between two adjacent critical

velocities Vn and Vm, we note that the asymptotic solution is expressed as a sum of one

or more distinct exponentials with different phases (see Sections III.3.3 and III.3.4). The

general form of the asymptotic solution is written as

Real[h(x, t)] ∼ Real
[
N∑
n=1

αne
iβn(V )t

]
V ∈ [Vn,Vm] as t→∞, (III.12)

where αn is some complex constant. The maximum possible amplitude (A) of (III.12) (see

Appendix B.5) can be expressed as

∣∣∣∣Real[h(x, t)]
∣∣∣∣ . A =

N∑
n=1

∣∣∣αn∣∣∣ V ∈ [Vn,Vm] as t→∞. (III.13)

Using (III.13), the extracted amplitudes are obtained and reported in Sections III.3.3

and III.3.4. Note that the algebraic growth, which can occur at the velocity of V = c, is

not considered when determining the bounding amplitudes.

III.3.3 Long-time asymptotic solution for ωf < ωc

Following the approach of Barlow et al. [21], a Fourier Series Solution (FSS) is used to

generate Figure III.5, which provides a typical solution response for a case where ωf < ωc;

see Appendix B.1.1 for details. Note that the large number of oscillations in the solution

are not caused by numerical noise or aliasing — the solution indeed responds in this way,

and when magnified in any region, is entirely smooth (see Appendix B.1.2 for additional

details on resolving oscillations). Figure III.5 is presented in terms of the velocity V ≡ x/t
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as we will see this domain provides critical insight into the structure of the solution. Note

that at any time t, the V domain may be interpreted as being simply a rescaling of x; the

V domain has the advantage that the structural features are kept stationary in time for a

fixed V domain.
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Figure III.5: Fourier Series Solution (Appendix B.1.1) for ωf < ωc and t = 10000 with Af = 1,

ωf = 0.1, B = 1, c = 1, and L = N = 100000. Observable critical velocities are

marked with dotted vertical lines (see Section III.3.1 for more details). Results are

plotted against V in order to capture the critical velocities and separate regions.

When viewing the solution in terms of V , the frequencies of the oscillations increase with

time; as more and more wave cycles are crammed into a fixed range of V , the density

of the wave cycles increases, leading to solutions which appear to be rectangular blocks

(Figures III.5 and III.7). It is important to remember, however, that the region between

any two velocities Vn and Vm at time t covers a spatial distance of (Vm − Vn)t and thus

expands with time. If we look at a fixed value of t, V is a direct scaling of x for the entire
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domain. If we look at a fixed point in x, however, the point will move towards smaller and

smaller V values as time progresses. For any non-zero x location, small times correspond

to large magnitudes of V . As t increases, the magnitude of V decreases until the x location

sees a change in structure at an observable critical velocity. As t continues to increase

and approaches infinity, the magnitude of V approaches zero for the x location. Therefore,

the long-time solution for any finite x value may be deduced based on the behavior of

the solution near V = 0 where there are no further transitions in structure across critical

velocities.

Applying the methodology from Sections III.3.1 and III.3.2 to the long-time asymptotic

solution (see Appendix B.3) leads to analytical expressions for the solution response,

bounding amplitudes of each region, and the associated critical velocities that separate

them. The results are:

V1 = −
√
c2 + 4Bωf , V2 = −

√
c2 − 4Bωf ,

V3 =
√
c2 − 4Bωf , V4 =

√
c2 + 4Bωf . (III.14)

For the ωf < ωc case, the leading-order behaviors within each of the six regions are as

follows:

−∞ < V < V1 t→∞:

h ∼ O
(
t−

1
2
)

,

A(ωf<ωc) = 0. (III.15a)
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V1 < V < V2 t→∞:

h ∼ −iAf
B2

eiωf teik3V t

(k3 − k0)(k3 − k1)(k3 − k2)
,

A(ωf<ωc) =
Af
B2

∣∣∣∣∣∣ 1
(k3 − k0)(k3 − k1)(k3 − k2)

∣∣∣∣∣∣. (III.15b)

V2 < V < 0 t→∞:

h ∼ −iAf
B2

eiωf teik3V t

(k3 − k0)(k3 − k1)(k3 − k2)
− iAf

B2
eiωf teik0V t

(k0 − k1)(k0 − k2)(k0 − k3)
,

A(ωf<ωc) =
Af
B2

∣∣∣∣∣ 1
(k3 − k0)(k3 − k1)(k3 − k2)

∣∣∣∣∣+
∣∣∣∣∣ 1
(k0 − k1)(k0 − k2)(k0 − k3)

∣∣∣∣∣
. (III.15c)

0 < V < V3 t→∞:

h ∼ iAf
B2

eiωf teik2V t

(k2 − k0)(k2 − k1)(k2 − k3)
− iAf

B2
eiωf teik1V t

(k1 − k0)(k1 − k2)(k1 − k3)
,

A(ωf<ωc) =
Af
B2

∣∣∣∣∣ 1
(k2 − k0)(k2 − k1)(k2 − k3)

∣∣∣∣∣+
∣∣∣∣∣ 1
(k1 − k0)(k1 − k2)(k1 − k3)

∣∣∣∣∣
.

(III.15d)

V3 < V < V4 t→∞:

h ∼ iAf
B2

eiωf teik2V t

(k2 − k0)(k2 − k1)(k2 − k3)
,

A(ωf<ωc) =
Af
B2

∣∣∣∣∣∣ 1
(k2 − k0)(k2 − k1)(k2 − k3)

∣∣∣∣∣∣. (III.15e)

V4 < V <∞ t→∞:

h ∼ O
(
t−

1
2
)

,

A(ωf<ωc) = 0. (III.15f)
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Higher order asymptotic corrections to (III.15) can be found in Appendix B.3, and the poles

k0 through k3 are defined in (III.9d). A detailed examination of the precise response in each

region (i.e., the solutions for h in (III.15)) is provided in Section III.4.1 to follow.

Figure III.6: Bounding amplitudes overlaid on the Fourier series solution in Figure III.5. Critical

velocities are marked with dotted vertical lines. The observable critical velocities

from (III.14) are labeled.

Figure III.6 overlays the amplitude/critical-velocity asymptotic results on Figure III.5. As

indicated, the bounding amplitudes and delineated regions agree well with the FSS (Ap-

pendix B.1.1) results except near V = c = 1 and near the critical velocities. This discrepancy

is due to the data being generated for finite times and nonuniform asymptotic limits as will

be discussed in Section III.4 below. This agreement is seen over a wide range of analogous

plots. Thus, we conclude that the amplitude and breadth of each region is well-represented

by the asymptotically extracted results. Note that, if Af is chosen to be purely real, as it

is in Figures III.5 and III.6, there is no algebraic growth at V = c. The algebraic growth
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occurs only in the imaginary part of h, which can only be accessed in the real part of the

solution is Af is complex (see the end of Appendix B.3).

III.3.4 Long-time asymptotic solution for ωf > ωc

The FSS (Appendix B.1.1) is used to generate Figure III.7 which provides a typical solution

response for a case where ωf > ωc. More so than the ωf < ωc case just considered, there

are a large number of oscillations present in the solution. At large times, in fact, the

solution appears to be a solid block as indicated, but the solution is completely smooth and

oscillatory upon magnification. There are four regions of distinctly different amplitudes,

and the observable critical velocities derived using the above-described algorithm delineate

discrete regions. As discussed in Section III.3.3, Figure III.7 is presented in terms of V

instead of x to better capture the long-time behavior.

Applying the methodology from Sections III.3.1 and III.3.2 to the results from Appendix B.4

leads to a solution for each region of the solution. The regions are separated by the critical

velocities

V1 = −
√
c2 + 4Bωf , V4 =

√
c2 + 4Bωf , (III.16)

which are precisely the same as for V1 and V4 in the ωf < ωc case in III.14. The velocities

V2 and V3 correspond to the poles k0 and k1 in Figure III.4, but do not contribute to the

long-time behavior — the off-axis poles add contributions that damp with time. The poles

lying off the real k axis accounts for the change in number of regions between the ωf < ωc

and ωf > ωc cases.

The leading-order asymptotic behaviors within each of the four regions are as follows:
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Figure III.7: Fourier series solution (Appendix B.1.1) for ωf > ωc and t = 10000 with Af = 1,

ωf = 1, B = 1, c = 1, and L = N = 100000. Critical velocities are marked with

dotted vertical lines. Results are plotted against V in order to capture the critical

velocities and separate regions.

−∞ < V < V1 t→∞:

h ∼ O
(
t−

1
2
)

,

A(ωf>ωc) = 0. (III.17a)

V1 < V < 0 t→∞:

h ∼ −iAf
B2

eiωf teik3V t

(k3 − k0)(k3 − k1)(k3 − k2)
,

A(ωf>ωc) =
Af
B2

∣∣∣∣∣∣ 1
(k3 − k0)(k3 − k1)(k3 − k2)

∣∣∣∣∣∣. (III.17b)

0 < V < V4 t→∞:

h ∼ iAf
B2

eiωf teik2V t

(k2 − k0)(k2 − k1)(k2 − k3)
,
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A(ωf>ωc) =
Af
B2

∣∣∣∣∣∣ 1
(k2 − k0)(k2 − k1)(k2 − k3)

∣∣∣∣∣∣. (III.17c)

V4 < V <∞ and as t→∞:

h ∼ O
(
t−

1
2
)

,

A(ωf>ωc) = 0. (III.17d)

Higher order corrections to (III.17) can be found in Appendix B.4, and the poles k0 through

k3 are defined in (III.9d). A detailed examination of the precise response in each region

(i.e., the solutions for h in (III.17)) is given Section III.4.2.

Figure III.8: Bounding amplitudes overlaid on the Fourier series solution (Appendix B.1.1) in

Figure III.7. Critical velocities are marked with dotted vertical lines. The observable

critical velocities from (III.16) are labeled.

Figure III.8 overlays the amplitude/critical-velocity asymptotic results on Figure III.7. As

with the previous case of ωf < ωc, the bounding amplitudes and delineated regions agree
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well with the numerical results except near V = c = 1 and near the critical velocities (these

discrepancies will be discussed in Section III.4). Thus, we conclude that the amplitude

and breadth of each region is well-represented by the asymptotically extracted results. As

with the ωf < ωc case previously considered, if Af is chosen to be purely real, as it is in

Figures III.7 and III.8, there is no algebraic growth at V = c. The algebraic growth occurs

only in the imaginary part of h as shown at the end of Appendix B.4. A complex Af is

needed to access growth in the real solution.

III.4. Results

In the what follows, we present the results for the ωf < ωc and ωf > ωc cases. Just as with

Figures III.6 and III.8, the V domain is used instead of x as discussed in Section III.3.3. Note

that the qualitative features shown in Figures III.6 and III.8 are observed for all surveyed

parameter values (see Appendix B.5 for parameter ranges). Although the exact amplitudes

and critical velocities can vary, the amplitude proportions are maintained. Although the

quantitative ratio of heights between regions may change, the fact that one region has a

larger (or smaller) amplitude than another never does.

III.4.1 Details of solution response for ωf < ωc

Thus far, we have examined the efficacy of critical velocities and bounding amplitudes in

characterizing the solution response provided in Figure III.6. We now examine the details of

the solution response for ωf < ωc given by (III.10), specifically focusing on the wave forms in

each delineated region. To this end, the apparent distinct regions of the response delineated
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by amplitudes/critical-velocities in Figure III.6 are labeled for reference in Figure III.9. The

labeling convention is chosen to aid in the comparison to the ωc > ωf case later. Upstream

(V < 0) and downstream (V > 0) of the disturbance location (V = 0), regions are grouped

into pairs which exhibit similar behavior. These groups are the Asymptotically Undisturbed

Regions (A and D), the Forced Regions (B and C), and the Additionally Forced Regions

(B2 and C2).

Figure III.9: Infinite-time bounding amplitude of the solution, h(x, t), plotted against the velocity

for ωf < ωc. The velocities V2 and V4 are the Leading Edges of the Forced Solution.

The velocities V2 and V4 are the Leading Edges of the Additionally Forced Solutions.

Regions A and B are the Asymptotically Undisturbed Regions, B and C are the

Forced Regions, and B2 and C2 are the Additionally Forced Regions. The data was

generated using ωf = 0.1, Af = 1, B = 1, and c = 1. The vertical line at V = c = 1

represents the location of the algebraically growing peak, if one were to occur. The

observable critical velocities, V1 through V4 are given by (III.14).

The results are presented from the outermost regions to the innermost regions. This order
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is consistent with the physical response as it sweeps through the domain, as it is the order

in which any point fixed in x will move through the regions. In particular, for any x at

small time, the magnitude of V is large, but as time goes on, the magnitude of V gets

smaller. Note from (III.15) that the upstream and downstream solutions have similar forms.

As such, the distinction between upstream and downstream is largely ignored except for

the case of V = c which is addressed in Section III.4.1.7.

III.4.1.1 Asymptotically Undisturbed Regions (Regions A and D in Figure III.9)

The Asymptotically Undisturbed Regions, labeled A and D in Figure III.9, are magnified in

Figure III.10. These regions are in advance of any structural features brought about by the

forcing which persist at long time. There are transient responses in the region which decay

in time (III.15a)(III.15f), but there no persistent oscillatory behavior induced by the forcing

function (none of the poles indicated in Figure III.3 are enclosed in relevant contours — see

Appendix B.3).

In Figure III.10 it is worth noting that, while the numerical solution (◦) matches the

asymptotic solution (blue lines), neither one has reached the long-time amplitude of zero

(solid horizontal lines in the sub-plots). The indicated solutions are shown at a time of

t = 10000; the solution does tend towards zero as time goes off to infinity in accordance

with the bounding amplitudes and asymptotic behaviors in (III.15).
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Figure III.10: Magnified view of the response in the asymptotically undisturbed regions A (left) and

D (right) of Figure III.9 at t = 10000 with ωf = 0.1, B = 1, c = 1, L = 50000, and

N = 10000. The FSS (Appendix B.1.1) (◦) agrees with the long-time asymptotic

solution (Appendix B.3) (blue curve). Bounding amplitudes and leading order

asymptotic solutions are given in (III.15)

III.4.1.2 Leading Edges of the Forced Solution (V1 and V4 in Figure III.9)

The critical velocities V1 and V4 in Figure III.9 represent the leading edges of the forcing’s

effect in the upstream and downstream directions at long times, respectively; these regions

are magnified in Figure III.11. There is a non-zero bounding amplitude according to

Equations (III.15b) and (III.15e) for V1 < V < V3 and V2 < V < V4. These velocities

mark where the poles k2 and k3 (Figure III.3) are enclosed in the integration contours (see

Appendix B.3).

As indicated in Figure III.11, the FSS (Appendix B.1.1) is continuous across V1 and V4, but
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Figure III.11: Magnified view of the response near the Leading Edge of the Forced Solution of

Figure III.9 at t = 10000 with ωf = 0.1, B = 1, c = 1, L = 50000, and N = 10000.

The FSS (Appendix B.1.1) (◦) agrees with the long-time asymptotic solution

(Appendix B.3) (blue curve) away from the discontinuities located at the critical

velocities. Note that this data was generated with the full asymptotic form from

Appendix B.3, not the leading order form given by (III.15). Bounding amplitudes

and leading order asymptotic solutions are given in (III.15)

the asymptotic solution diverges. This is consistent with the residual singularities present

in the asymptotic results (III.15). Away from the critical velocity, the long-time asymptotic

solution (III.15) agrees well with the numerical solution. The tapered shape of the curve is

due to the data being generated at a finite time. As time goes on, the transition becomes

more pronounced (not picture here) as the amplitudes of the Asymptotically Undisturbed

Regions (A and D) go to zero and the amplitudes of the Forced Regions (B and C) tend to
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the long-time bounding amplitude (black lines).

III.4.1.3 Forced Regions (Regions B and C in Figure III.9)

Regions B and C in Figure III.9 are each influenced by the contributions of a single pole each

(see (III.15b) and (III.15e)). Magnifications of these regions are provided in Figure III.12.

In these regions, any point in the x domain will be reside in either region for only a finite

time interval, as V ≡ x/t continues to be reduced in time for a fixed x. The sampling

frequency of the numerical solution appears lower in the upstream sub-plot of Figure III.12,

but that is because the V axis scale is magnified further than for the other sub-plot in order

to resolve the high frequency oscillations.

The two lower sub-plots within Figure III.12 show the response within the downstream

Forced Region on either side of and away from the critical velocity V = c. That velocity is

always contained within region C because V3 =
√
c2 + 4Bωf > c and V4 =

√
c2 − 4Bωf < c.

Other than V = c, the asymptotic solution (III.15) matches the FSS (Appendix B.1.1).

Because the solutions are shown for a time of t = 10000, their amplitudes do not precisely

match the predicted long-time amplitude (the solid black lines) from (III.15b); however,

they approach the predicted bounding values as time goes to infinity.
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Figure III.12: Magnified view of the response in the Forced Regions B (top) and C (bottom)

of Figure III.9 at t = 10000 with ωf = 0.1, B = 1, c = 1, L = 50000, and

N = 10000. The FSS (Appendix B.1.1) (◦) agrees with the long-time asymptotic

solution (Appendix B.3) (blue curve). For the downstream behavior, the two

sub-plots show the response on either side of V = c, which is the velocity of the

growing peak if one were to occur for complex Af as show in Appendix B.3. All

the FSS data were generated with the same sampling frequency in V ; the apparent

difference in the plots arises because the upstream sub-plot is magnified further to

resolve the waveform. Bounding amplitudes and leading order asymptotic solutions

are given in (III.15).
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III.4.1.4 Leading Edges of the Additionally Forcing Regions (V2 and V3 in

Figure III.9)

The critical velocities V2 and V3 in Figure III.9 mark the Leading Edges of the Additional

Forcing Regions; these transitions are magnified in Figure III.13. This boundary also

represents the leading edge of the long-time solution over any finite physical domain (in x),

that is to say the effect of the other regions has swept through, leaving only oscillations

from the forcing.

As mentioned previously, the long-time asymptotic solution diverges near the critical veloci-

ties due to residual singularities in terms which decay in time (see Appendix B.3 for this

case and Appendix B.4 for the ωf > ωc case). On either side of these discontinuities, the

FSS and asymptotic solutions match well. Again, any discrepancies between the bounding

amplitudes, indicated on the plots, disappear as t gets larger. The high frequency of oscilla-

tions upstream make the comparison between the long-time asymptotic solution (III.15)

and the FSS (Appendix B.1.1) difficult to resolve on a single plot.
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Figure III.13: Magnified view of the response near the Leading Edges of the Additional Forcing

Regions of Figure III.9 at t = 10000 with ωf = 0.1, B = 1, c = 1, L = 50000, and

N = 10000. The FSS (Appendix B.1.1) (◦) agrees with the long-time asymptotic

solution (Appendix B.3) (blue curve) away from the discontinuity directly at

the critical velocity. Note that this data was generated with the full asymptotic

form from Appendix B.3, not the leading order form given by (III.15). Bounding

amplitudes and leading order asymptotic solutions are given in (III.15)

III.4.1.5 Additionally Forced Regions (Regions B2 and C2 in Figure III.9)

The regions B2 and C2 in Figure III.9 are the Additionally Forced Regions of the solution

and represent the long-time response over any finite x domain; given enough time, any point
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in the x domain will be affected by one of the two, as there are no further structural changes

in solution possible as V approaches zero in Figure III.9 (as t goes to infinity for a fixed

x, V goes to zero). Figure III.14 shows the agreement between the long-time asymptotic

solution (III.15) and the FSS (Appendix B.1.1) away from the bounding velocities V2 and V3

from (III.14) discussed in Section III.4.1.4 and V = 0 discussed in Section III.4.1.6.

Figure III.14: Magnified view of the response in the Long-Time Forced Regions BF (left) and Cf

(right) of Figure III.9 at t = 10000 with ωf = 0.1, B = 1, c = 1, L = 50000, and

N = 10000. The FSS (Appendix B.1.1) (◦) agrees with the long-time asymptotic

solution (Appendix B.3)(blue curve). All the FSS data were generated with the

same sampling frequency in V . Note that the upstream (left) sub-plot is magnified

more than the downstream sub-plot in order to resolve the waveform. Bounding

amplitudes and leading order asymptotic solutions are given in (III.15)
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Region B and B2 are both influenced by the pole k3 (see (III.15b) and (III.15c)), but B2

also contains the influence of the pole k0. The same holds true for C and C2 and the

poles k2 and k1. The overall structure of the solution in regions B2 and C2 is that of two

oscillatory modes with different frequencies which travel at two different speeds.

Within the regions B2 and C2, the asymptotic solution agrees with the FSS. The velocity

sampling frequency of both plots are the same (data points per velocity range). Region B

has much higher frequency oscillations, so it requires much higher magnification to resolve.

The vertical scales differ between the sub-plots by two orders of magnitude. Both regions

demonstrate a beat-like structure with a much lower frequency.

It is important to differentiate here between the long-time solution in V and the long-time

solution in x. To determine the overall behavior, all values of V are studied as they are

relevant to the structure of the solution. However, for any finite x domain, regions B2 and

C2 represent the final signaling response as they will persist for all time at any given x (i.e.,

V approaches zero in Figure III.9).

III.4.1.6 Upstream/Downstream Division (V = 0 in Figure III.9)

The critical velocity V = 0 separates the upstream and downstream behavior of the

response. It is the only critical velocity across which the long-time asymptotic solution

(III.15) is continuous. As with all the other transitions in the various regions of Figure III.9,

the FSS (Appendix B.1.1) is continuous. The region near this velocity is magnified in

Figure III.15.

As shown in Section III.4.1.5, the response in the upstream and downstream forced regions
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Figure III.15: Magnified view of the response at the Upstream/Downstream Division of Figure III.9

at t = 10000 with ωf = 0.1, B = 1, c = 1, L = 50000, and N = 10000. The FSS

(Appendix B.1.1) (◦) agrees with the long-time asymptotic solution (Appendix B.3)

(blue curve). Note that this data was generated with the full asymptotic form

from Appendix B.2, not the simplified form given by (III.15). All the FSS data

were generated with the same sampling frequency in V ; the apparent difference

in the plots (the spread in the circles for FSS data points) arises because the

upstream sub-plot is magnified much further to resolve the waveform. Due to a

significant difference in amplitudes, the sub-plot for the upstream response is a

further magnification from the downstream sub-plot. Bounding amplitudes and

leading order asymptotic solutions are given in (III.15)
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have the same structure, albeit at vastly different scales. The disparities in amplitude and

frequency make it impossible to plot the responses of both regions on a single scale. As

such, Figure III.15 includes two levels of magnification levels, one to show the downstream

behavior (right) and another to show the upstream behavior (left).

III.4.1.7 Velocity of algebraic growth (V = c in Figure III.9)

Figure III.16: Magnified view of the response near V = c at t = 10000 with ωf = 0.1, B = 1,

c = 1, L = 50000, and N = 10000. The FSS (Appendix B.1.1) (◦) agrees with

the long-time asymptotic solution (Appendix B.3) (blue curve) away from the

discontinuity directly at the critical velocity. Note that this data was generated

with the full asymptotic form from Appendix B.2, not the simplified form given

by (III.15). Unlike for the other critical velocities, there is an exact solution (•)

for V = c. Bounding amplitudes and leading order asymptotic solutions are given

in (III.15)

Near the critical velocity of V = c, the long-time asymptotic solution (III.15) diverges from
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the FSS (Appendix B.1.1). This divergence arises from the non-uniform limit taken in the

asymptotic expansion, which is expressed as (V − c)t goes to infinity instead of just t going

to infinity. As such, longer and longer times are needed to properly resolve the behavior

near V = c. The integrals which cause the divergence are solvable in closed form at V = c,

leading to a non divergent solution, marked in Figure III.16 at V = 1. On either side of

the critical velocity, the asymptotic solution agrees with the FSS, as shown in the plots in

Figure III.12.

The structure of the solution at V = c depends on the phase of the initial disturbance. This

dependence is analogous to that found by King et al. [15] where the growth occurs if the

initial surface velocity is perturbed but not when the initial surface height is perturbed.

In the forced problem, the phase of the growth is controlled by the phase of the forcing

amplitude, Af . Choosing Af to be real keeps all the growth out of the real part of

h(x, t), equivalent to suppressing the initial surface velocity in the unforced problem of

King et al. (see III.7)). In the unforced problem, the magnitude of the growth integral

is controlled by U0, the initial surface velocity. Ultimately, the response at V = c is a

transient solution created by the start-up of the disturbance. As such, it is separate from

the long-time oscillatory solution in each region. The overall long-time asymptotic solution

is the superposition of the oscillatory terms and this transiently growing and convecting

V = c peak.
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III.4.2 Details of solution response for ωf > ωc

The FSS (Appendix B.1.1) is used to generate Figure III.7 for the case where the forcing

frequency is above the critical value. Above the critical frequency, ωc given in (III.10), the

solution has a similar structure as the ωf < ωc case. As the forcing frequency is increased

towards the critical frequency in Figure III.9, the velocities V2 and V3 move towards V = 0.

Across the critical frequency, the regions B2 and C2 collapse, leaving only the regions B

and C as shown in Figure III.17. Additional details on this transition are included in

Section III.5.

One feature of the solution for ωf > ωc is that the oscillation frequencies in the response

are much higher than those for ωf < ωc, and thus significant magnification is needed

to observe individual wave-forms and transitions between regions. The same qualitative

features of the solution are seen across bounding velocities — the FSS (Appendix B.1.1) is

always continuous and smooth, the asymptotic solution agrees with the FSS away from

critical velocities (but not close to them), and discontinuities across critical velocities can

be observed in some transitions between regions. In what follows, we discuss the physics

of these regions in a more abbreviated form, comparing and contrasting with the ωf < ωc

case discussed in Section III.4.1.

The long-time Forced Solution near V = 0 corresponds to the regions B and C in Fig-

ure III.17; this differs from the ωf < ωc case, where regions B2 and C2 formed the long time

amplitude. As mentioned before, Figure III.17 has fewer distinct regions than Figure III.9.

Due to the collapse of V2 and V3 as ωf transitions past ωc, the ωf > ωc case has no
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Figure III.17: Infinite time bounding envelope of the solution, h(x, t) given by (III.17), plotted

against the velocity for ωf > ωc. The velocities V1 and V4 are the Leading Edge of

the Forced Solution. Regions A and D are the Asymptotically Undisturbed Regions,

and B and C (excluding V = c) are the Forced Solutions. The data was generated

using ωf = 1, Af = 1, B = 1, and c = 1. The vertical line at V = c = 1 represents

the location of the growing peak, if one occurs.

equivalent regions to B2 and C2 as for the ωf < ωc case (compare Figures III.9 and III.17).

This difference is also seen by inspection of the asymptotic forms and bounding amplitudes

for the ωf < ωc and ωf > ωc cases given by (III.15) and (III.17), respectively; it can be

seen that the Forced Regions of both cases are the result of the contributions of a single

pole each, k3 in the upstream regions and k2 in the downstream regions (see Figure III.3

for pole structure).

As with the case where ωf < ωc, the outer regions A and D in Figure III.17 are the

Asymptotically Undisturbed Regions that limit to zero amplitude as t approaches infinity.
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The critical velocity of V = 0 divides the upstream and downstream behavior as before.

Across this velocity, both the numerical and asymptotic solutions are continuous and the

solutions have different frequencies and amplitudes on either side as for ωf < ωc. Similarly

to the ωf < ωc results, the asymptotic solution and numerical solution disagree near the

critical velocity of V = c; however, in this case, it is for a different reason. For ωf > ωc,

the FSS and asymptotic solutions agree when V = c, and this is true for nearby velocities

as well. In the ωf < ωc case, however, the asymptotic solution diverges for velocities near

V = c due to the nonumiformity of the large time limit (see Section III.4.1.7 above). The

reason for this behavior difference is that the real part of the solution does not diverge when

ωf > ωc; it is the imaginary part which demonstrates similar divergence to the ωf < ωc

case. If Af is real, the long-time asymptotic solution is continuous across V = c, whereas it

is not for ωf < ωc.

III.5. Critical velocities over ωf

It is worth exploring how the breadth of the regions described in Sections III.4.1 and III.4.2

change with varying ωf . Figure III.18 shows the loci of observable critical velocities in

the solution to III.8. It was generated by plotting the four velocities V1 through V4, given

in (III.14) and (III.16), for a range of ωf values holding all other parameter fixed at the

same values used in prior figures.

For a value of ωf below the critical frequency (red horizontal line), we can see that there

are four critical velocities, two upstream and two downstream. The outer pair (V1 and V4)

are the Leading Edges of the Forced Solution and the inner pair (V2 and V3) are the Leading
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Edges of the Additionally Forced Regions. For a value of ωf above the critical frequency

(blue horizontal line), we can see that there are only two critical velocities (V1 and V4) —

the pair are the Leading Edges of the Forced Solution. Note that the two inner velocities

converge on V = 0 as ω approaches ωc from below.

Figure III.18: Plot tracking critical velocities (black curves) (given in (III.14) and (III.16)) for

different values of the forcing frequency. A horizontal line at ω = 0.25 marks the

critical frequency ωc. The plot was generated using B = 1 and c = 1. Note that

the critical velocity V = c = 1 is not included on this plot. Two horizontal lines

(blue at ωf = 0.4 and red at ωf = 0.1) are included to demonstrate how to extract

the critical velocities V1, V2, V3, and V4 for any given value of ωf .

Tying Figure III.18 back to the long-time asymptotic forms, we can see that the velocity V1

is the rate at which the contribution of k3 travels away from the forcing location. The same

is true for V2 and k0, V3 and k1, and V4 and k2. As ωf is increased up towards the critical

frequency, the contributions from k2 and k3 propagate faster through the domain, and
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those of k0 and k1 propagate more slowly. Above the critical frequency, the contributions

of k0 and k1 decay in time, and are therefore not relevant to the bounding amplitudes. See

Figures III.3 and III.4 for the pole structure on either side of ωc.

Through the inspection of (III.15c) and (III.15d), we see that the bounding amplitudes of

Regions B2 and C2 go to infinity (there is a (k0 − k1) in the denominators) and the widths

go to zero (V2,V3 → 0) as ωf → ωc from below. Due to the change in pole structure (k0 and

k1 are coincident when ωf = ωc (III.9d)) we did not perform the full asymptotic analysis for

this threshold case. However, we did simulate results using the FSS (Appendix B.1.1) at the

critical frequency. Although not shown here, the result appears to have a single algebraically

growing peak at V = 0. The behavior predicted in Figure III.18 as ωf → ωc from below

is consistent with that from the FSS. The infinite bounding amplitude corresponds to the

peak growing without bound.

III.6. Discussion

We now comment on differences between the signaling response from operators that enable

exponential growth (Figure III.1) and those that only admit algebraically growing solutions

(Figures III.9 and III.17).

In an exponentially unstable system, the bounding envelope for the transient corresponds to

V− and V+ in Figure III.1. These correspond precisely to the velocities at which the rate of

exponential growth is equal to zero, and there is a continuous locus of growing amplitudes

for V ∈ [V−,V+]. In the algebraically growing system, there is only one velocity, V = c, at

which growth can occur (see Figures III.9 and III.17). The interaction between transient and
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forced responses is significantly altered; instead of a broad region of competition between

growing forced and transient responses even at large times, there are only large regions of

constant amplitude that expand away from the source with time in accordance with the

bounding critical velocities. Additionally, the speed VE in Figure III.1 is not present in

algebraically growing systems, as this corresponds to the velocity at which the arguments of

exponential growth of the transient are equal to that of the transient. There is no relevant

analogous speed in the algebraically growing system. Note, however, that there is a direct

crossover between exponential and algebraic signaling for the velocity VI in Figure III.1

with those in this chapter. All the critical velocities (V1-V4) in the neutrally stable response

correspond to locations where the influence of poles (arising from the oscillatory forcing)

in the Fourier integral changes. This corresponds to their inclusion in contours used to

evaluate the integrals at large time.

While classical stability analysis (III.5) fails to classify the behavior of the transients, it

correctly predicts that there is no growth or decay in the long-time response of (III.8) for

any given x (V approaches 0). This is an intriguing result because the transient behavior

arises from the homogeneous solution to which classical stability analysis is applied.

The signaling response of (III.8) has both upstream and downstream effects of forcing as

time goes to infinity (see the long-time forced regions of Section III.4.1.5). The effects

neither grow nor decay in space and thus, given enough time, the effects of the forcing will

infect the whole domain with constant amplitude oscillations. This behavior is unlike that

of an exponential signaling problem [36], where the forced solution either grows or decays

in space at large times. That said, there is an upstream and downstream behavior present
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in both algebraic and exponentially growing systems induced by the forcing.

III.7. Conclusions

The oscillatory forcing of (III.8) at neutral stability leads to a transient growing peak and

a long-time oscillatory response. We find that the behavior of the transient solution is

highly dependent on how the disturbance is initiated. Only certain phases of the forcing

function will lead to an algebraically growing peak in the response. This dependence on

initial condition is analogous to the findings of King et al. [15], where only forcing the initial

surface velocity leads to algebraic growth. The bounding amplitudes and critical velocities,

which characterize the oscillatory response, can be extracted from the long-time asymptotic

solution; specifically, the amplitudes are extracted from the long-time asymptotic solution as

the sum of multiple sinusoids and the critical velocities are extracted from the coincidence of

a pole from the particular solution and a saddle point from the method of steepest descent.

We find that there is a significant change in structure for forcing frequencies above and

below a critical forcing frequency.

In conclusion, we note that signaling in the system studied yields a response that travels

both upstream and downstream from the disturbed location. This behavior, combined with

the spatial invariance within the regions, means that the disturbance will infect the entire

domain after a sufficiently long time. From an manufacturing perspective, the system is

vulnerable to such disturbances, as the damage to the product will not be localized.
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Chapter IV

On the two-dimensional extension

of one-dimensional algebraically

growing waves at neutral

stability

This section, with the exception of adjustments to the flow and references, was taken directly

from the manuscript “On the two-dimensional extension of one-dimensional algebraically

growing waves at neutral stability” which has been submitted for publication [17].
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IV.1. Introduction

An essential feature of a partial differential equation operator that models wave propagation

is whether it admits solutions that will amplify or damp with time as waves propagate in

space. In some physical processes, such as in liquid fuel atomizers [1, 2, 3], instabilities are

necessary to enable the flow to break into droplets, and in other cases turbulence is used

to facilitate mixing [18]. In many processes, however, stability of wave-like disturbances

is not only desired, it is required, such as in thin film coating used to manufacture

printed electronics and liquid crystal display screens [4, 5]. Although the latter processes

are governed by the nonlinear equations of fluid dynamics, it is standard to linearize

about steady operating conditions; coating processes are run with tight constraints on the

uniformity of the product, and thus linearized equations are often sufficient to predict the

effect of process disturbances [6].

Classical stability theory, introduced by Lord Rayleigh [7] in 1880 and further refined over the

next hundred years, serves to classify the response, h, of a linearized system by assembling

its fundamental modes (responses), hk, as h =
∑

(kx,kz) hk. For a two-dimensional (2D)

linear operator, each mode may be expressed as:

hk = A(k)ei(k·x−ωt) = A(kx, kz)ei(kxx+kzz−ωt) (IV.1)

where k is the real wave number vector, x is the spatial vector, ω is a complex frequency, t is

time, and A(k) = A(kx, kz) is the wave number dependent amplitude. By substituting (IV.1)

into the homogeneous version of the linearized operator, the dispersion relation ω ≡ ω(k) =

ω(kx, kz) is found such that the result (IV.1) is nontrivial (i.e., leaving A(k) arbitrary).
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The idea, then, is to examine the behavior of individual modes to draw stability conclusions.

In particular, since k is real valued, the only mechanism for (IV.1) to admit exponential

growth or decay is through the imaginary part of the complex frequency, ωi(k) ≡ Im[ω(k)].

Any single mode that grows in time will dominate other modes which decay in time.

Furthermore, of the growing modes, the one that grows the fastest (or decays the slowest)

will dominate the behavior of h as t → ∞ with an exponential growth (or decay) rate

of ωi,max ≡ max(ωi(k)) determined from the dispersion relation. The amplitude of the

long-time behavior, hmax, may be expressed as:

hmax ∼ Amaxe
ωi,maxt as t→∞, (IV.2)

where Amax is the amplitude of the maximum growth mode. In (IV.2), ωi,max can be used

to determine the classical stability for a given set of conditions as follows [8, 12, 9]:

ωi,max < 0 : The system is stable, (IV.3a)

ωi,max = 0 : The system is neutrally stable, (IV.3b)

ωi,max > 0 : The system is unstable. (IV.3c)

Depending on the operator being studied, the stability of the system may depend on the

parameters in the governing equation. If a given set of parameters results in ωi,max = 0, the

condition of neutral stability is met. When this occurs, the system governed by the operator

is said to be at the “neutral stability boundary”, as small changes in the parameters can

often move the system to a state of stability or instability .

Classical stability analysis implies that a stable system (IV.3a) will exhibit exponentially

damped responses with time whereas a system that is unstable (IV.3c) will exhibit exponen-
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tial amplification. However, at the boundary between the two regimes (IV.3b), the method

fails to accurately predict the long-time linear stability of the system, as shown in the

previous work by King et al. [15] and Huber et al. [16]. Specifically, King et al. examined

a one-dimensional (1D) operator (henceforth referred to as 1D-KRK1) that governs the

response to varicose perturbations in a curtain flow, and Huber et al. studied a 1D operator

(henceforth referred to as 1D-CMH)1 that enabled the neutral stability threshold in (IV.3)

to be traversed by the variation of a parameter. At the neutral stability boundary, neither

operator should result in growing or decaying responses as per the classification given

by (IV.3b); however, both 1d-KRK and 1D-CMH admit solutions that exhibit algebraic

(i.e., tp, p real and rational) growth in time. In this chapter, we examine the 2D extensions

of the 1D-KRK and 1D-CMH operators, denoted respectively as the 2D-KRK and 2D-CMH

operators.

A closely related set of problems is that of one-dimensional water waves that are neutrally

stable according to (IV.3b) but whose amplitudes damp with an algebraic t−1/2 dependence

at long times [13, 14]. Lighthill notes that the damping rate is reduced by a factor of

t−1/2 (i.e., t−1/2 becomes t−1) with the addition of each spatial dimension [14]. Herein, we

show that this feature is also true of at least two systems that exhibit algebraic growth in

1D.

The chapter is organized as follows. In Section IV.2, the 2D-KRK operator is introduced, its

Fourier integral solution is obtained, and its long-time asymptotic behavior is determined.

Section IV.3 similarly examines the 2D-CMH operator. A comparison between the 2D
1Notation is chosen to reflect the dimesionality of the operator and the lead author’s initials
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responses in Sections IV.2 and IV.3 and their 1D counterparts in [15] and [16] is provided

in Section IV.4, and concluding remarks are provided in Section IV.5.

IV.2. 2D-KRK: 2D extension of algebraically growing

1D-KRK model for varicose waves in liquid curtains

IV.2.1 Problem statement

The first problem examined here is the 2D extension of a 1D operator derived from a model

of varicose waves in a thin flowing curtain in the absence gravity and with passive ambient

gas [2]. The previous 1D analysis found that the response to disturbances in this flow grows

algebraically; a natural extension is to examine the response to a 2D disturbance. The

increase in dimension is implemented by replacing all the 1D spatial derivatives with 2D

del operators as follows:

[(
∂

∂t
+ c · ∇

)2
+B2∇4

]
h = Aδ(x)δ(z)δ(t), (IV.4a)

c · ∇ = cx
∂

∂x
+ cz

∂

∂z
, ∇4 =

∂4

∂x4 + 2 ∂4

∂x2z2 +
∂4

∂z4 , (IV.4b)

h(x, z, 0) = 0, ∂h

∂t
(x, z, 0) = 0, (IV.4c)

h→ 0 as x, z → ±∞, cx, cz ≥ 0, B,A ∈ R. (IV.4d)

In (IV.4a), c is the underlying convective fluid flow vector with components cx and cz,

and B is a real valued parameter that is related to the Weber number as described in [15].

Note that the forcing function in (IV.4a) has the real-valued amplitude A. As written,

the constraints in (IV.4c) are chosen to be homogeneous; care, however, has been taken
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in making that choice. It is clear from the 1D-KRK and the 1D-CMH [15, 16] analyses

that the form of initial conditions can affect whether algebraic growth occurs. This is

discussed further in the next section, before proceeding to examine the solution to the

system in (IV.4).

IV.2.2 Initial condition justification

It is first useful to note that an impulse disturbance to the surface velocity, ∂h/∂t in (IV.4c),

has the exact same effect as the impulse forcing function included in (IV.4a) (see C.1.1 for

details). For this reason, the initial velocity may be taken to be zero in (IV.4c) without loss

of generality. Additionally, an impulse disturbance to initial surface height, h in (IV.4c),

leads to a solution that violates the condition of h → 0 as x, z → ±∞ in (IV.4d); this

nonphysical solution is included in C.1.1. Although not stated explicitly in [15], this

violation also occurs in 1D-KRK. If one extends the class of allowable solutions to include

spatially non-local responses (i.e., solutions which violate h→ 0 as x, z → ±∞), the solution

nevertheless does damp with time. To avoid the nonphysical nature of this solution however,

the initial height is chosen to be zero in (IV.4c). In summary, homogeneous constraints on

the system in (IV.4) are chosen without loss of generality in the stability conclusions that

follow.

IV.2.3 Classical stability analysis

In the one-dimensional problem 1D-KRK, all modes hk in (IV.1) are neutrally stable [15].

The addition of a higher dimension does not change this behavior. Through the substitution

of the modal form (IV.1) into the homogeneous version of (IV.4a), the following dispersion
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relation is obtained:

ω = (cxkx + czkz)±B(k2
x + k2

z). (IV.5)

In (IV.5), kx and kz are the real wave numbers in the x and z directions, respectively, and ω

is the complex frequency. Because cx, kx, cz, kz are real, ω is always real, just as in the case

of water waves [13, 14]. As such, the imaginary part of ω is always 0, and all modes (IV.1)

are neutrally stable for all values of the parameters according to (IV.3). As a check, note

that the 1D dispersion relation (Equation (5a) in [15] with n = 2) is recovered by letting

cz = kz = 0 in (IV.5). According to classical stability analysis in (IV.3), the response to

such a disturbance should neither grow nor decay. However, the solution grows algebraically

in 1D as shown in King et al. [15].

IV.2.4 Integral solution

The solution to (IV.4) is found by taking Fourier transforms in x and z (resulting in the

transformed variable ˆ̂hxz) and the Laplace transform in t. The resulting Fourier inversion

integral solution is given as

h(x, z, t) = 1
4π2

∞∫
−∞

∞∫
−∞

ˆ̂hxzeikxxeikzzdkxdkz,

ˆ̂hxz = Ae−iψt
sin (ηt)

η
, ψ = cxkx + czkz, η = B(k2

x + k2
z). (IV.6)

Note that there is a removable singularity at η = 0 in (IV.6). In order to extract the

asymptotic behavior of the integral at large times, the standard approach is to express the

sine function in terms of complex exponentials and evaluate each new integral as t goes to

infinity. However, doing so leads to poles along the path of integration, i.e. principal values.
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Although one could proceed in this way, the issue is avoided entirely by introducing the

new variable ξ into the integral (IV.6) to obtain

h̃(x, z, t, ξ) = A

4π2

∞∫
−∞

∞∫
−∞

e−iψt
(sin(ξηt)

η

)
eikxxeikzzdkzdkx, (IV.7a)

h̃(x, z, t, 0) = 0, h̃(x, z, t, 1) = h(x, z, t), (IV.7b)

where (IV.6) and (IV.7a) are linked via the relation in (IV.7b). The structure of the

integrand in (IV.7a) is chosen such that taking its derivative with respect to ξ completely

removes the η in the denominator as:

∂h̃

∂ξ
=

At

4π2

∞∫
−∞

∞∫
−∞

e−iψt cos(ξηt)eikxxeikzzdkzdkx. (IV.8)

The solution for h may then be obtained via the integration of the resulting (IV.8) using

the constraints in (IV.7b):

h(x, z, t) =
1∫

0

∂h̃

∂ξ
dξ. (IV.9)

In order to evaluate the integral through the method of steepest descent, the cosine in (IV.8)

is complexified and the resulting integral is decomposed as

∂h̃

∂ξ
=

At

8π2 (Q+W) , (IV.10a)

Q =

∞∫
−∞

e(iξBk
2
z+i(

z
t
−cz)kz)tdkz

 ∞∫
−∞

e(iξBk
2
x+i(

x
t
−cx)kx)tdkx

 , (IV.10b)

W =

∞∫
−∞

e(−iξBk
2
z+i(

z
t
−cz)kz)tdkz

 ∞∫
−∞

e(−iξBk
2
x+i(

x
t
−cx)kx)tdkx

 . (IV.10c)

The integrals in (IV.10b) and (IV.10c) are evaluated in closed form (see C.1.2) to yield:

∂h̃

∂ξ
=

A

4ξBπ sin
(

t

4ξB
(
(Vx − cx)2 + (Vz − cz)2

))
(IV.11)
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where Vx = x/t and Vz = z/t are velocities introduced to provide a convenient representation

of the solution.

Equation (IV.11) is then substituted into (IV.9) and integrated to attain the solution

to (IV.4). The exact solution can be expressed in terms of a similarity variable Φ as

h(V̂ , t) = A

4Bπ

π2 −
Φ

4B∫
0

1
u

sin(u)du

 , Φ = V̂ 2t, (IV.12a)

V̂ =
√
(Vx − cx)2 + (Vz − cz)2. (IV.12b)

In (IV.12b), V̂ = 0 corresponds to the peak of the response, Vx = cx and Vz = cz. More

generally, V̂ is defined as the locus of velocities relative to the velocity of the convecting peak

(cx, cz). Note that when V̂ = 0 in (IV.12a) the solution has a constant height expressed

as

h
∣∣∣
V̂ =0

=
A

8B . (IV.13)

The long-time asymptotic behavior of the sine integral in (IV.12a) for V̂ 6= 0 may be

expressed as:

h(Φ)

∣∣∣∣
(V̂ 6=0)

∼ A

πΦ
cos

(
Φ
4B

)
+O

( 1
Φ2

)
, Φ = V̂ 2t, as Φ→∞. (IV.14)

The limit of Φ going to infinity aligns with the limit of t going to infinity for any fixed

non-zero V̂ .

The sine integral solution (IV.12a) (implemented using MATLAB’s sinint function) is shown

in Figures IV.1 and IV.2 for different values of the convection parameters cx and cz. In

accordance with (IV.13), the height of the response peak (i.e., V̂ = 0) remains constant as
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Figure IV.1: Time evolution of 2D-KRK response given by (IV.12a) with A = 10 and B = 1.

There is no underlying convective flow as cx = cz = 0. The constant height peak

remains situated at x = z = 0 and the breadth of the response increases as time

progresses. The radius of any given phase feature (e.g. crest or trough) increases as
√
t as given by (IV.17).

the response evolves in time. For the other loci of velocities, V̂ 6= 0, the solution decays as

O(1/t) in accordance with (IV.14).

The similarity variable in (IV.12a) implies that a similarity transform could be applied

to (IV.4) to attain an ordinary differential equation whose exact solution is (IV.12a).

Figure IV.3 provides a plot of the similarity solution, which has been represented spatially

in Figures IV.1 and IV.2. By inspection, it is observed that the spatial responses of

Figures IV.1 and IV.2 are rotations and stretches of this solution relative to the location of
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Figure IV.2: Time evolution of 2D-KRK response given by (IV.12a) with A = 10, B = 1, and

underlying convective flow of cx = cz = 0.5. The peak moves along (x, z) =

(cxt, czt)com, and the breadth of any given phase feature (e.g. crest or trough)

propagates radially relative to this position with time as
√
t as given by (IV.16).

the traveling peak (V̂ = 0) at x = cxt and z = czt according to (IV.12b).

The similarity solution (IV.12a) may be used to extract more features of the solution in the

physical (x, z, t) domain. If V̂ is held fixed in (IV.12), then Φ goes as t, and we can examine

the behavior of any propagation speed relative to that of the peak (corresponding to V̂ = 0).

In accordance with (IV.14), then, the response for any fixed V̂ decays asymptotically as 1/t

for large times. The variable Φ may be equivalently expressed explicitly in terms of space

and time as:

Φ =
R2

t
, R2 = (x− cxt)2 + (z − czt)2, (IV.15)
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Figure IV.3: Similarity solution (IV.12a) for A = 10 and B = 1.

where R is the radius of a circle centered at x = cxt and z = czt. Thus for fixed R, Φ will

go as 1/t as shown in (IV.15). A fixed value of R provides the locus of points a distance

of R away from the convecting peak. This is most easily visualized when cx = cz = 0

(Figure IV.1), as fixed values of R corresponds to fixed concentric circles in the x, z plane.

As time goes on, the solution at a fixed R will yield smaller Φ values; Figure IV.3 indicates

that the solution grows towards the maximum value of the peak as t→∞ (i.e., Φ→ 0 for

fixed R).

IV.2.5 Spatial stability

The similarity solution (IV.12a) can be used to track the spatial behavior of the response.

For any given fixed value of Φ, h(Φ) will be constant. Therefore, all values of x, z, and t

which result in the same Φ will be the same height. This also means that the apparent

phase of the wave form is fixed for a given value of φ. Equation (IV.15) may be rewritten
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as:

R =
√
(x− cxt)2 + (z − czt)2 =

√
Φt. (IV.16)

Thus, for any given height, the solution (fixed Φ) moves radially relative to the peak as
√
t, but does so more slowly than the peak itself translates (x = cxt, z = czt). Figure IV.4

provides a visualization of these features for a given value of Φ.
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Figure IV.4: Similarity solution (IV.12) (left) with the specific point of Φ = 4Bπ chosen (•). This

point is tracked through time for non convective (top right) and convective (bottom

right) parameters. The disturbance is initiated at (x, z) = (0, 0) in accordance

with (IV.4a). In both cases, the circles of constant h, given by (IV.16) and (IV.17),

propagate out from the peak over time. For the convective case, the rings spread

outwards more slowly than they convect. All data was generated with A = 10 and

B = 1.

For the case where either cx or cz is nonzero, the peak itself convects away from its initializing

location at x = z = 0. From that perspective, the solution itself has a character akin to a
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convectively unstable system [12, 9], although here the maximum height of the system is

constant. For this reason, we follow the convention of Barlow et al. [23] in classifying these

waves as “convectively neutral.” It is worth noting that if both convective parameters are

zero, then the expanding circles are all concentric, as shown in Figure IV.4, and are given

by √
x2 + z2 =

√
Φt. (IV.17)

In this case the system can said to be “absolutely neutral” because the disturbance will

eventually infect any given (x, z) domain [23]. Unlike absolutely unstable systems, the

solution here does not grow without bound, as the maximum value is the constant height

of the peak.

IV.3. 2D-CMH: 2D extension of algebraically growing

1D-CMH model

IV.3.1 Problem statement

We now consider the 2D extension of the 1D differential operator described in Section [16]

and examine the response of that system. For reference in what follows, recall from

Section IV.1 that the 1D and 2D problems are referred to as 1D-CMH and 2D-CMH,

respectively. The well-posed system to examine the 2D response, h, is given by ∂2

∂t2
+∇4 −∇2 ∂

∂t
+B

∂

∂t
+B2

h = Aδ(x)δ(z)δ(t), (IV.18a)

∇4 =
∂4

∂x4 + 2 ∂4

∂x2z2 +
∂4

∂z4 , ∇2 =
∂2

∂x2 +
∂2

∂z2 , (IV.18b)

83



Spatiotemporal stability

h(x, z, 0) = 0, ∂h

∂t
(x, z, 0) = 0, (IV.18c)

h→ 0 as x, z → ±∞, B ∈ R. (IV.18d)

where B is a real parameter affecting system stability (see [16]) and A is a real forcing

magnitude. Note that (IV.18) is a simplified extension of the 1D-CMH operator found

in [16], as the terms responsible for convection have been removed to facilitate the analysis.

As with the previous problem, zero valued initial conditions are chosen. Further justification

for this choice is provided in Section IV.3.3.

IV.3.2 Classical stability analysis

The classical stability analysis is performed by substituting (IV.1) into the homogeneous

form of (IV.18) as described previously. A dispersion relation for ω(k) is obtained that

assures nontrivial solutions,

ω =
1
2

−i(B + η)±

√
3
(
η− B

3

)2
+

8
3B

2

 , η = k2
x + k2

z . (IV.19)

Equation (IV.19) indicates that

ωi = −
(B + k2

x + k2
z)

2 and that ωi,max = −B2 , (IV.20)

and thus stability is determined by the sign of B in (IV.20). According to the classical

stability characterization (IV.3), the system is unstable when B < 0, stable when B > 0,

and neutrally stable when B = 0. This is the same characterization given to the 1D-CMH

system in [16]. For B = 0 (the situation examined in this chapter) the dispersion relation

is written for reference as

ω =
1
2
(
−iη± η

√
3
)

, η = k2
x + k2

z , η ≥ 0. (IV.21)
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The corresponding operator is expressed as ∂2

∂t2
+∇4 −∇2 ∂

∂t

h = Aδ(x)δ(z)δ(t), (IV.22a)

∇4 =
∂4

∂x4 + 2 ∂4

∂x2z2 +
∂4

∂z4 , ∇2 =
∂2

∂x2 +
∂2

∂z2 , (IV.22b)

h(x, z, 0) = 0, ∂h

∂t
(x, z, 0) = 0, (IV.22c)

h→ 0 as x, z → ±∞. (IV.22d)

IV.3.3 Initial Conditions

As discussed in the context of the 2D-KRK problem in Section IV.2, care has been taken in

choosing homogeneous constraints in (IV.18c) and (IV.22c) so as to assure correct stability

conclusions are drawn about the operator. In particular, the effect of applying an impulse

function to the initial surface velocity ∂h/∂t, is the same as applying the impulse forcing

function included in (IV.22a) in an analogous way to the 2D-KRK problem of Section IV.2

(see Supplemental Material Section C.4.1). Due to the complexity of the analysis method,

the effect of a delta function in the initial surface height, h(x, z, 0) in (IV.22c), was surveyed

numerically via the Fourier Series Solution (FSS) provided in C.2.1. It should be noted

that spatially infinite domain problems require transforms to obtain solutions, but here

a discrete Fourier series is utilized. To do so, the domain of the operator is truncated to

be sufficiently large such that changes in the domain length do not yield any changes in

the response in the times examined [21]. We find that the response from an initial surface

height decays along all Vx = x/t and Vz = z/t velocities either at the same rate as, or

faster than, the solution disturbed with only the surface velocity. We conclude that an

impulsive function forcing is a sufficient disturbance to extract the stability character of
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the operator. As a result, the analysis is conducted with just the impulse forcing function

in (IV.22a) and the initial conditions given in (IV.22c). In what follows, the just-described

FSS (Appendix C.2.1) is used to validate all asymptotic results in their regimes of validity

and to generate full solutions to (IV.22). In the 3D plot to follow (Figure IV.5), the FSS is

generated using 2000 terms each in kx and kz. For the plots where only one direction is

shown (Figures IV.10 and IV.6), 4000 terms were used in kx; kz is not needed to generate

solutions because only z = 0 was considered.

IV.3.4 Analysis

The solution to (IV.22) is found by taking Fourier transforms in x and z (resulting in the

transformed variable ˆ̂hxz) and the Laplace transform in t. The resulting Fourier inversion

integral solution is given as

h(x, z, t) = 1
4π2

∞∫
−∞

∞∫
−∞

ˆ̂hxzeikxxeikzzdkxdkz,

ˆ̂hxz =
(
Ae−

η
2 t
)sin

(
η
2
√

3t
)

η
2
√

3
, η = k2

x + k2
z . (IV.23)

Note that the result (IV.23) is similar in form to that of (IV.6) for the 2D-KRK prob-

lem (Section IV.2), with the significant difference being the O(k2
x, k2

z) term in the damped

exponential instead of the O(kx, kz) term. This difference in form leads to a significant

increase in analysis complexity. In order to evaluate (IV.23), it is first converted to polar

form as, (kx, kz) → (ξ, θ), with radial component ξ ∈ [0,∞) and angular component

θ ∈ [0, 2π]. The result is the new integral given by

h(Vx,Vz, t) =
A

2π2
√

3

∞∫
0

sin
(√

3
2 ξ

2t
)

ξ
e−

ξ2
2 t

 2π∫
0

eiBξtdθ

 dξ,
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B = (cos(θ)Vx + sin(θ)Vz) , Vx =
x

t
, Vz =

z

t
. (IV.24)

The inner integral in θ can be evaluated asymptotically through the method of steepest

descent (see Appendix C.2.2 for additional details) in the limit as t→∞ holding Vx and

Vz fixed. The result is

2π∫
0

eiBξtdθ

∣∣∣∣∣∣
V̂ 6=0

∼ 2 cos
(
ξV̂ t− π

4

)√ 2π
V̂ ξt

as t→∞, (IV.25)

where V̂ =
√
V 2
x + V 2

z is an aggregate velocity relative to the origin. When V̂ = 0, the θ

integral can be evaluated exactly. The solution to the θ integral for this case is

2π∫
0

eiBξtdθ

∣∣∣∣∣∣
V̂ =0

=

2π∫
0

e0dθ = 2π. (IV.26)

Equations (IV.25) and (IV.26) are substituted into (IV.24) to yield

h(V̂ , t)
∣∣∣∣
V̂ 6=0
∼ A

2π2
√

3

∞∫
0

sin
(√

3
2 ξ

2t
)

ξ
e−

ξ2
2 t

(
2 cos

(
ξV̂ t− π

4

)√ 2π
V̂ ξt

)
dξ as t→∞,

(IV.27)

h(0, t) = A

π
√

3

∞∫
0

sin
(√

3
2 ξ

2t
)

ξ
e−

ξ2
2 tdξ. (IV.28)

Equation (IV.28), which is exact, may be evaluated, through the variable substitution of

U =
√

3
2 ξ

2t, to obtain a constant height solution as

h

∣∣∣∣
V̂ =0

=
A

6
√

3
for all t. (IV.29)

In the case where V̂ 6= 0, (IV.27) is rearranged through the substitution of U = ξ2t to

obtain

h ∼ A

2π2
√

3

(
(2π)

1
2

V̂
1
2 t

1
4

) ∞∫
0

sin
(√

3
2 U

)
U

5
4

e−
U
2 cos

(
V̂ (Ut)

1
2 − π

4

)
dU as t→∞. (IV.30)
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To evaluate the integral in (IV.30), the cosine is interpreted as the real part of a complex

integral as follows:

h ∼ A

2π2
√

3

(
(2π)

1
2

V̂
1
2 t

1
4

)
Real

e(−iπ4 )J
 as t→∞, (IV.31)

J =

∞∫
0

sin
(√

3
2 U

)
U

5
4

e−
U
2 e

(
iV̂ (Ut)

1
2
)
dU . (IV.32)

After performing the substitutions of W =
√
U and τ =

√
V̂ 2t, (IV.32) can be written as

J = 2(J1 + iJ2), (IV.33a)

J1 =

∞∫
0

sin
(√

3
2 W

2
)

W
3
2

e−
W2

2 cos(Wτ )dW , (IV.33b)

J2 =

∞∫
0

sin
(√

3
2 W

2
)

W
3
2

e−
W2

2 sin(Wτ )dW . (IV.33c)

In the analysis of the integrals in (IV.33b) and (IV.33c), traditional methods of asymptotic

analysis fail as τ approaches infinity (which is consistent with the t → ∞ limit taken

in (IV.30)). In particular, integration by parts and the method of steepest descent both

cannot be used extract an asymptotic behavior. Integration by parts fails because of the

saddle point along the real k axis, and the method of steepest descent fails because the

complex integration contour cannot be properly closed. A solution can, however, be found

by complexifying the sines and evaluating the resulting integrals in terms of modified Bessel

functions of the first kind, Iν(z). These can, in turn, be expanded asymptotically for large τ .

This is a simplified explanation for brevity; the full analysis can be found in Supplemental

Material Section C.4.3.3.
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The structure of the modified Bessel functions plays a key role in the evaluation of (IV.33b)

and (IV.33c) and is discussed here. The following asymptotic expansions were used in our

analysis and are adjustments of those found in Abramowitz and Stegun [38] and Wolfram

Alpha [39]:

Iν(z) ∼
ez√
2πz

I(ν, z) + i
e−z+iπν(1−2m)−iπm

√
2πz

J(ν, z) as |z| → ∞, (IV.34a)

m =


0, Im[z] > 0

1, Im[z] < 0

, ν ∈ R, z ∈ C, z /∈ R, (IV.34b)

I(ν, z) = 1− (4ν2 − 1)
8z +

(4ν2 − 1)(4ν2 − 9)
2!(8z)2 − (4ν2 − 1)(4ν2 − 9)(4ν2 − 25)

3!(8z)3

+
(4ν2 − 1)(4ν2 − 9)(4ν2 − 25)(4ν2 − 49)

4!(8z)4 +O

( 1
z5

)
, (IV.34c)

J(ν, z) = 1 + (4ν2 − 1)
8z +

(4ν2 − 1)(4ν2 − 9)
2!(8z)2 +

(4ν2 − 1)(4ν2 − 9)(4ν2 − 25)
3!(8z)3

+
(4ν2 − 1)(4ν2 − 9)(4ν2 − 25)(4ν2 − 49)

4!(8z)4 +O

( 1
z5

)
, (IV.34d)

these adjustments were necessary so that they agreed with the implementation of MATLAB’s

besseli() function over the full range of arguments required in our analysis. Note that the

only difference between I and J in (IV.34) is the sign of every other term. An interesting

issue encountered in the asymptotic analysis of (IV.32) is the interactions between the

leading order terms in (IV.34a). If only the asymptotically dominant terms of (IV.34a) are

considered, the following solution is constructed using the first five terms in I and J,

J = b
√

2π

C1τ
− 3

2 +C2τ
− 7

2 +C3τ
− 15

2

 as S →∞, (IV.35)
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where C1, C2,and C3 are constants provided in Supplemental Material Section C.4.3.4.

However, in accordance with (IV.31), the solution for J is multiplied by e−iπ/4 and the real

part is taken. When that is done, we find that

Real
[
e−i

π
4C1

]
= Real

[
e−i

π
4C2

]
= Real

[
e−i

π
4C3

]
= Real

[
e−i

π
4 J
]
= 0. (IV.36)

Thus, no asymptotic behavior may be extracted from the leading order terms. Consequently,

the sub-dominant terms of the Bessel expansion in (IV.34) must be included in the analysis

of J , which leads to the the following result

J ∼ 2
√

2πei
π
4

1
2 sin

(√
3

8 τ2
)
+

√
3

2 cos
(√

3
8 τ2

)
− i

2 cos
(√

3
8 τ2

)

+
i
√

3
2 sin

(√
3

8 τ2
)S− 3

2 e−
S2
8 +O

(
τ−

5
2 e−

S2
8

)
as S →∞. (IV.37)

Substituting (IV.37) into (IV.31) yields the asymptotic solution to (IV.22). This solution,

and (IV.29), can be expressed as a function of a similarity variable Φ as

h(Φ)

∣∣∣∣
Φ 6=0
∼ A

π
√

3

 sin
(√

3
8 Φ

)

+
√

3 cos
(√

3
8 Φ

)e−Φ
8

Φ
+O

(
Φ−

3
2 e−

Φ
8
)

as Φ→∞, (IV.38a)

h

∣∣∣∣
Φ=0

=
A

6
√

3
for all t, (IV.38b)

Φ = V̂ 2t, V̂ =
√
V 2
x + V 2

z . (IV.38c)

Note that the similarity variable Φ is defined identically to that of the 2D-KRK prob-

lem (IV.12a) for cx = cz = 0. However, unlike the solution to the 2D-KRK problem, the

solution (IV.38a) is not exact. That said, the result in (IV.38b) is not subject to asymptotic

constraints and is exact.
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Similarly to the non-convective case for the 2D-KRK operator, the 2D-CMH solution has

a single peak of constant height for all time, given exactly by (IV.29) (or equivalently

by (IV.38b)). For all other velocities V̂ in (IV.38a), the solution decays exponentially.

The asymptotic solution given by (IV.38a) is nonuniform in space and cannot resolve

the behavior for small Φ (see Figure IV.6). For this reason, Figure IV.5 uses the FSS

(Appendix C.2.1) to construct the full response solution.

Figure IV.5: FSS to (IV.22) for several different times. As time progresses, the peak expands

radially and isotropically, but the maximum value remains constant. The data was

generated using 2000 Fourier terms each in kx and kz and a value of A = 10.

Notably in Figure IV.5, the response spreads radially in time; however the solution decays in

time for every nonzero velocity (i.e., for a given V̂ ). According to (IV.38a), the asymptotic

solution is constant for any given fixed value of Φ; thus a given solution height, h, expands

as
√
t as given by (IV.17). Because convective terms in the operator are zero as discussed

above, the response is symmetric about the origin (the location of the initiating disturbance).
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As the peak at x = z = 0 does not grow or decay, the result may be considered “absolutely

neutral” as described for 2D-KRK in Section IV.2.5.
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Figure IV.6: Comparison between the FSS to (IV.22)(solid blue line in main figure) and asymptotic

solution (IV.38) (dashed black line in main figure) solutions for different values of Φ.

The two solutions agree at large values of Φ and at Φ = 0, but disagree at small

values of Φ. The Φ-axis is marked with a dotted black line. The data in the main

plot was generated for various x and z values t = 10. The inset figure shows how

the FSS (Appendix C.2.1) reaches a similarity solution as t increases, well before the

value of t = 10 used in the main plot.

As mentioned previously, the asymptotic solution (IV.38a) cannot accurately predict

the solution response for small values of Φ, where all of the nontrivial behavior occurs.

Nevertheless, the behavior of the asymptotic solution is useful to examine key differences

between the 1D and 2D response propagation to follow. Below a value of approximately

Φ = 11.4, the asymptotic solution and the FSS begin to disagree, based on a criterion that
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the absolute difference be less than 1% of the peak height (see C.2.3). It is worth noting

that, for sufficiently long time, the FSS (Appendix C.2.1) tends towards a function solely of

the similarity variable Φ = V̂ 2t, as shown in the insert of Figure IV.6. This allows for a

compact comparison shown in the main window of Figure IV.6 between the Fourier series

and the the long-time asymptotic expansion, the latter of which is solely a function of Φ

for all time, but only accurate for long-time and fixed V̂ ; this is shown by the agreement of

the two solutions in Figure IV.6 as Φ→∞.

IV.4. Discussion

IV.4.1 Comparison between 1D-KRK and 2D-KRK

We now compare and contrast the 2D-KRK response propagation determined above in

Section IV.2 with the 1D-KRK response from previous work. To enable a direct comparison,

we write the 1D solution from [15] with only a forcing disturbance as

h(x, z) = t
|Vx − cx|

2B

[
S

( |Vx − cx|
2B

1
2

t
1
2

)
−C

( |Vx − cx|
2B

1
2

t
1
2

)]
[A]

+
1√
π

cos
[
π

4 −
(Vx − cx)2t

4B

](
A√
B
t

1
2

)
, (IV.39a)

where the Fresnel integrals S(z) and C(z) are defined as

S(z) =

√
2
π

z∫
0

sin(k2)dk, C(z) =

√
2
π

z∫
0

cos(k2)dk. (IV.39b)

Note that, along the peak (Vx = cx), (IV.39a) becomes

h(x, z)
∣∣∣∣
Vx=cx

=
A√
2Bπ

t
1
2 . (IV.40)
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The asymptotic behavior of (IV.39a) for Vx 6= cx is provided in [15] (under the simplifications

used above) as

h(x, t)
∣∣∣
Vx 6=cx

∼
(

AB
1
2 2

3
2

√
2π|Vx − cx|

5
2
t−

1
2

)
cos

[( |Vx − cx|
2

)2 t

B
+
π

4

]
+O(t−1) as t→∞.

(IV.41)

A significant distinction between the 1D-KRK and 2D-KRK solutions is that the peak of

the former grows in time in accordance with (IV.40) while the peak of the latter stays

constant. Additionally, the 1D-KRK solution response has nontrivial features that extend

farther (i.e., larger breadth) than those of the 2D-KRK solution (see Figures IV.7 and IV.8).

The difference is further demonstrated by plotting the data sets normalized by their peaks

(see C.1.3 for plot).

The difference in the width of the 1D and 2D responses can be partially explained by the fact

that the 1D solution exhibits transient growth (Figure IV.9), but the 2D response exhibits

no such behavior. Every nonzero V̂ value in the 2D case immediately starts decaying, as

evidenced by the derivative of h in (IV.12a) with respect to t,

∂h

∂t

∣∣∣∣∣
t=0

= − AV̂ 2

16B2π
. (IV.42)

Past the transience, the solutions for every nonzero V̂ decay faster in the 2D case (i.e.,

O(1/t) from (IV.13)) than in the 1D case (i.e., O(t−1/2) from (IV.40)), further curtailing

the peak width. In both cases, the convective term does not change the shape of the

disturbance, it only translates it in a given direction. For the 2D solution, this can be seen

explicitly in the similarity solution (IV.12a), where h is a function of the velocity relative

to the traveling peak rather than that relative to the origin.
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Figure IV.7: Comparison between the convective solutions of 1D-KRK (dotted black curve) and

2D-KRK (solid blue curve) for t = 1 and t = 2. Short times are chosen to capture

the behavior of 1D-KRK before the algebraic growth swamps out the constant height

of 2D-KRK. Red horizontal lines mark the height of the 2D peak, which remains

constant. The 1D-KRK response is generated using (IV.39a), and the 2D-KRK

response is generated using (IV.12), both with A = 10 and B = 1.

Overall, we see that the 1D-KRK response grows algebraically in (IV.40) compared to

the constant height of the 2D-KRK peak in (IV.13) and this reduction in amplitude by

a factor of t1/2 carries over to other fixed velocities. In particular, as noted above, the

1D-KRK response goes as t−1/2 from (IV.41) and in 2D-KRK, the response goes as 1/t

from (IV.14).
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Figure IV.8: Comparison between the non-convective (c = 0 for 1D, cx = cz = 0 for 2D) solutions

of 1D-KRK (dotted black curve) and 2D-KRK (solid blue curve) for t = 1 and

t = 2. Short times are chosen to capture the response features of 1D-KRK before

the growing peak makes the axis scale too large to see the solution features of

the 2D-KRK. Red horizontal lines mark the height of the 2D peak, which remains

constant. The 1D-KRK response is generated using (IV.39a), and the 2D-KRK

response is generated using (IV.12), both with A = 10 and B = 1.

IV.4.2 Comparison between 1D-CMH and 2D-CMH

We now compare and contrast the 2D-CMH response propagation determined in Section IV.3

with the 1D-CMH responses from previous work. To enable comparison, we write the 1D

solution from [16] without convective terms and with only a forcing disturbance as

h(x, t)
∣∣∣
Vx 6=0

∼ e−
V 2
x
8 t

√
3πt

(4A
V 2
x

)
cos

[√
3V 2

x t

8

]
as t→∞. (IV.43)
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Figure IV.9: Non-convective results for small velocities (i.e., fixed velocities Vx ≡ x/t) for the

1D- and 2D-KRK. In the 1D problem (left), the solution will grow transiently along

non-zero velocities, but will ultimately decay in time. In the 2D problem (right), the

solution immediately starts decaying along all non-zero velocities. The data for both

cases were generated with the impulsive forcing amplitude of A = 10, the parameter

value of B = 1, and the underlying velocities of cx = cz = 0. The 1D-KRK response

is generated using the exact solution (IV.39a) adapted from [15] with c = 0. The 2D

solution is generated using (IV.12).

The behavior of (IV.43) for Vx = 0 is given exactly in [16] as

h(x, t)
∣∣∣
Vx=0

= A

√
t

3π . (IV.44)

A significant distinction between the 1D-CMH and 2D-CMH solutions is that the peak of the

former grows in time in accordance with (IV.44) while the peak of the latter stays constant

in accordance with (IV.29). Figure IV.10 provides a comparison of the 1D-CMH and
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2D-CMH solutions obtained via the Fourier Series Solution (FSS) provided in C.2.1.
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Figure IV.10: Comparison between the 1D solution (dotted black line) of [16] and the 2D solu-

tion (IV.22) (solid blue line). Both solutions are generated using the FSS (Ap-

pendix C.2.1) with A = 10. The top row is zoomed out to show both solutions.

The bottom row is zoomed in on the red dashed region to show that the 2D solution

has the same structure as the 1D solution, just on a smaller scale.

As with the previous operator, there is a large difference in amplitude between the 1D and

2D cases. At the velocity of the peak, Vx = 0 (equivalent to V̂ = 0 for the 2D case), the

1D-CMH solution grows algebraically as t1/2 from (IV.44) and the 2D-CMH solution is a

constant from (IV.29). For nonzero V̂ , the increase in dimension leads to a decay rate

in 2D-CMH of the form e−t(t−1) from (IV.38a) which is a factor of t−1/2 faster than the

decay rate in 1D-CMH of e−t(t−1/2) from (IV.43). Unlike the behavior shown in figure IV.8,

both cases here have the same controlling factor of e−t. As such, there is not a noticeable
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difference between the widths of the responses.

IV.5. Conclusions

The linear operators studied by King et al. [15] and Huber et al. [16] have been extended

to 2D through an identical methodology; time derivatives are kept the same, and spatial

derivatives are replaced with 2D del operators. For both operators, we find that an increase

in the dimensionality leads to a decrease in growth rates and an increase in decay rates. The

changes are equivalent for both operators, and scale the response character by a factor of

t−1/2. The algebraic growth of t1/2 at the peak velocities in both [15] and in [16] is reduced

to a constant height proportional to t0. Along all the other velocities, the behavior is

reduced from (t−1/2) and (e−V̂/8t−1/2) to (t−1) and (e−V̂/8t−1) respectively. The propagation

of wave features in 2-D expand as t1/2, which is slightly more slowly than the corresponding

1D case for the KRK operator. Both solutions can be expressed in terms of the similarity

variable Φ (in 2D-KRK, for all time; in 2D-CMH, only for large time) which couples time

and the radial velocity relative to the peak and allows for relevant features of the solutions

to be extracted.
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Chapter V

Conclusions

Three types of problems have been examined that demonstrate a breakdown of classical

stability analysis at neutral stability. For the problem of thin-film flow along an incline that

is predicted as being neutrally stable [27] at or below a critical value of the Reynolds number,

we discovered that responses, in fact, decay as t−1/4 at the critical value and decay as t−1/2

below the critical value. For the 2D extension of 1D algebraically unstable flows [15, 16],

we find that the change of dimension results in a reduction in the response by a factor of

t1/2; this is consistent with the results of Lighthill [14] for neutrally stable (but algebraically

decaying) water waves. Lastly, we showed that when a 1D algebraically growing flow is

subjected to localized oscillatory forcing (i.e, “the signaling problem”), the algebraically

growing peak persists, but the forcing induces distinct upstream and downstream responses

that neither grow nor decay in time. In contrast to prior work on convectively unstable

signaling problems [35, 36, 37], where a spatially growing wave envelopes are predicted,

here we are instead able to predict the constant amplitudes of regions within the neutrally
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stable wave packet. In all the problems considered, long-time asymptotic analysis is utilized

to extract the features described above analytically. Future avenues of research are to

examine other operators which demonstrate neutral stability through the same methods

to evaluate the generality of the conclusions drawn in this work. Specifically, one could

examine the signaling problem for 1D inclined plane film flow (Chapter II) and also the

effect of an additional spatial dimension on the flow’s stability. Additionally, one could

examine signaling in 2D spatial problems to establish how long time forced solutions evolve

through a 2D propagating transient.
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Appendix A

Appendix: On the stability of

waves in classically neutral flows

A.1. Appendix: Justification for asymptotic equivalence

in (II.16)

We now justify that the 2nd term in (II.15c) is subdominant to the first, which leads to the

asymptotic equivalence shown in (II.16) as t → ∞. The typical approach to follow is to

rewrite the integral (II.15c) in two pieces as:

h(x, t) = h1(x, t) + h2(x, t) (A.1a)

where

h1(x, t) = 1
2π

∞∫
−∞

C1(k)e
φ1(k)tdk, h2(x, t) = 1

2π

∞∫
−∞

C2(k)e
φ2(k)tdk. (A.1b)

107



Spatiotemporal stability

In (A.1a), the path of integration is taken along the real axis as written. It suffices, then

to show that h2 � h1 as t→∞ to justify equation (II.16). Interestingly, the integral h2

cannot be evaluated via standard techniques in the t → ∞ limit. In particular, the two

typical methods at our disposal — the method of steepest descent and integration by parts

— fail as follows.

When the method of steepest descent is used, the integral h2 along the real k-axis is

evaluated as part of a complex contour integral, and the topology of the complex phase

function φ2(k) is configured such that saddle points, ks, have lower Real[φ2(ks)] values

than surrounding regions of the plane. Figure A.1 shows a typical case that represents the

situation for all x/t rays evaluated in this chapter. The indicated saddle points cannot be

accessed via a contour integral that includes the real axis (or even a portion of it denoted

as the contour C in Figure A.1) in such a way that the saddle points have a maximum

Real[φ2(ks)] along the deformed contour, and the method fails.

The method of integration by parts fails precisely because the integral h2(x, t) is convergent

in the infinite domain of k. This requires its integrand go to zero as k → ±∞ (and it does,

based on the contours in Figure A.1), and as a result repeated integration by parts merely

yields a zero result and no asymptotic behavior can be extracted.

A different approach is thus necessary to prove the assertion that h2(x, t) is subdominant.

To do so, we return to the form of the integral in (II.15c) and compare the magnitude of

the terms in the integrand directly at each value of k (recall that k is real as the path of

integration lies along the real axis). We denote the two pieces of the integrand as:

I1 = C1(k)e
φ1(k)t, I2 = C2(k)e

φ2(k)t, (A.2a)
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Figure A.1: Contours of constant Real[φ2(k)] vs complex k = kr + iki at neutral stability (Re =

cot θ) for x/t = 3, θ = π/4, and We = 0.1. There are 3 saddle points (◦) denoted

as ks,j for j ∈ [1, 3]. Branch points (∗) and branch cuts are taken in accordance

with the principal values of the square roots in (II.15a). The directions in which

Real[φ2(k)] decrease and increase are indicated with arrows using the notation D and

U, respectively. The orientation of the saddles does not enable a closed contour to be

drawn that includes the contour C (the real axis) and also has Real[φ2(ks,j)] as a

maximum along the contour. Thus, all the saddle points are spurious, i.e., none may

be used via the method of steepest decent to determine the long time asymptotic

behavior of the 2nd term in the integral of (II.15c). For reference, the location of

the saddles and associated contour values are as follows: ks,1 = −0.2957− 0.2492i,

Real[φ2(ks,1)] = −2.4192; ks,2 = 0.2957− 0.2492i, Real[φ2(ks,2)] = −2.4192; ks,3 =

0.6976i, Real[φ2(ks,3)] = −4.3440.
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Figure A.2: Plot of Real[φ2(k)− φ1(k)] vs. k for Re = cot(θ), θ = π/4, and We = 0.1.

and thus using equations (II.15a), (II.15b), (II.15d), we obtain

I2
I1

=
C2(k)

C1(k)
e(φ2(k)−φ1(k))t, C2(k)

C1(k)
=

(
iu0 − ω1h0
ω2h0 − iu0

)
, φ2(k)− φ1(k) = −

√
β2 − 4γ,

(A.2b)

where all parameters are defined in equations (II.8) and (II.15). As t→∞, the real part

of the exponential in equation (A.2b) governs the magnitude of the ratio I2/I1; a typical

plot of the growth rate in the exponential, Real[φ2(k)− φ1(k)] vs. k is given in Figure A.2.

Figure A.2 indicates that as t→∞, the magnitude of I2/I1 → 0 for finite k. However, as

the domain of k is increased toward ±∞ (not shown here), the plot asymptotes to zero,

indicating that the growth rates are comparable there. Furthermore, the magnitude of the

ratio C2(k)/C1(k) in (A.2b) approaches 1 in these limits. Thus, for all finite values of k, we

can certainly establish that I2 is subdominant to I1 as t→∞, but this result is not proven
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in the limit of infinite k. This also indicates that in (A.1b), h2 � h1 as t → ∞ if finite

bounds are taken on the indicated integrals instead of the infinite limits indicated.

To complete the proof that h2 � h1 as t → ∞, we rewrite the equations for h1 and h2

in (A.1b) as

h1(x, t) = 1
2π

−L∫
−∞

C1(k)e
φ1(k)tdk+

1
2π

L∫
−L

C1(k)e
φ1(k)tdk+

1
2π

∞∫
L

C1(k)e
φ1(k)tdk, (A.3a)

h2(x, t) = 1
2π

−L∫
−∞

C2(k)e
φ2(k)tdk+

1
2π

L∫
−L

C2(k)e
φ2(k)tdk+

1
2π

∞∫
L

C2(k)e
φ2(k)tdk, (A.3b)

where L > 0 is a finite number. We have already established that the finite bound integral

in (A.3b) is subdominant to the corresponding finite bound integral in (A.3a) from Figure A.2

and the preceding arguments (in Figure A.2, L = 10 as indicated). Integration by parts

may be used on the remaining semi-infinite integrals in equation (A.3a) and (A.3b) to yield

1
2π

−L∫
−∞

C1(k)e
φ1(k)tdk ∼ C1(−L)

2πt dφ1(k)
dk

∣∣∣
k=−L

eφ1(−L)t,

1
2π

∞∫
L

C1(k)e
φ1(k)tdk ∼ − C1(L)

2πt dφ1(k)
dk

∣∣∣
k=L

eφ1(L)t, (A.4a)

1
2π

−L∫
−∞

C2(k)e
φ2(k)tdk ∼ C2(−L)

2πt dφ2(k)
dk

∣∣∣
k=−L

eφ2(−L)t,

1
2π

∞∫
L

C2(k)e
φ2(k)tdk ∼ − C2(L)

2πt dφ2(k)
dk

∣∣∣
k=L

eφ2(L)t as t→∞. (A.4b)
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We thus see that

1
2π

−L∫
−∞

C2(k)eφ2(k)tdk

1
2π

−L∫
−∞

C1(k)eφ1(k)tdk

= O(e(φ2(−L)−φ1(−L))t),

1
2π

∞∫
L
C2(k)eφ2(k)tdk

1
2π

∞∫
L
C1(k)eφ1(k)tdk

= O(e(φ2(L)−φ1(L))t) as t→∞. (A.5)

Since according to Figure A.2, which is representative for all cases examined in this chapter,

Real[φ2(k)− φ1(k)] < 0 for finite k, this indicates that the ratios in (A.5) go to zero as

t→∞. Thus, we see that all integrals in (A.3b) are subdominant to those in (A.3a) for

all real k, which establishes that h2 � h1 as t→∞ in (A.1). This furthermore establishes

the asymptotic equivalence indicated in equation (II.16) of the main text. This conclusion

is also demonstrated by the agreement between our numerical solutions and the t → ∞

asymptotic behavior of equation (II.16).

A.2. Appendix: Long time asymptotic solution to (II.16)

The following analysis is separated into two subsections based on a structural change in

the dispersion relation for flow down an incline plane. Classical analysis tells us that, for

Re ≤ cot(θ), the wavenumber of maximum growth is k = 0 (see Figure II.3) and that

the exponential growth rate is zero. Note that, by definition (II.18b), a maximum in

ωi(kr) is a saddle point. Any such maximum is also a contributing saddle point, in that a

steepest descent path can be closed back to the real-axis (see [36], Appendix A). Applying

definition (II.18a) to (II.11), we find that the corresponding ray of maximum growth is

x/t = 3. Thus, for Re ≤ cot(θ), the peak of a wave packet travels at a velocity x/t = 3 as
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it flows down the incline plane. The explicit knowledge of the (ks, x/t) pair at the peak

allows us to make simplifications outlined above. For x/t 6= 3, the saddle locations and their

corresponding steepest descent paths are less straightforward to deduce. For this reason,

we separate the following evaluation of integral (II.16) into two subsections — one for the

peak along x/t = 3 and one for the “off-peak” rays x/t 6= 3.

A.3. Appendix: Evaluation of (II.16) for x/t = 3 and

Re ≤ cot(θ)

Here, we apply the method of steepest descent to the integral (II.16) for x/t = 3, which

corresponds to the contributing saddle ks = 0. Expanding φ1(k) (given by (II.15d)) about

k = 0, and making direct use of (II.11), we obtain the following

φ1(k) ∼ [Re− cot(θ)] k2 − 6
5 iRe [Re− cot(θ)] k3

+

{36
25Re

2 [Re− cot(θ)]− 12
5 Re3c [Re− cot(θ)]2 − Re

3We

}
k4 +O(k5), k → 0,

(A.6)

and thus

φ1(k) ∼ [Re− cot(θ)] k2, Re < cot(θ) (A.7a)

φ1(k) ∼ −
Re

3Wek
4, Re = cot(θ) (A.7b)

which indicates that ks = 0 is a 2nd order saddle for Re < cot(θ) and a 4th order saddle for

Re = cot(θ), according to definition (II.17). Substituting k = 0 into C1(k) and (A.7) for
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φ1(k) in (II.16) leads to

h (x, t) |x
t
=3 ∼

1
2π (h0 + u0 Re/3)

∞∫
−∞

e−[cot(θ)−Re]k2t dk as t→∞, Re < cot(θ),

h (x, t) |x
t
=3 ∼

1
2π (h0 + u0 Re/3)

∞∫
−∞

e−
Re

3Wek
4t dk as t→∞, Re = cot(θ), (A.8)

where the integration path remains along the real line, since the argument of the exponential

is purely real and thus no rotation through the saddle is required. Since the integrands

of (A.8) are even, the integrals may be rewritten

h (x, t) |x
t
=3 ∼

1
π
(h0 + u0 Re/3)

∞∫
0

e−[cot(θ)−Re]k2t dk as t→∞, Re < cot(θ), (A.9a)

h (x, t) |x
t
=3 ∼

1
π
(h0 + u0 Re/3)

∞∫
0

e−
Re

3Wek
4t dk as t→∞, Re = cot(θ). (A.9b)

Upon making the variable substitutions v = [cot(θ)−Re] k2t and v = Re
3Wek

4t in (A.9a)

and (A.9b) respectively, we obtain

h (x, t) |x
t
=3 ∼

(h0 + u0 Re/3)
πp
√
[cot(θ)−Re] t

∞∫
0

e−vv
1
2−1 dv as t→∞, Re < cot(θ), (A.10)

h (x, t) |x
t
=3 ∼

(h0 + u0 Re/3)

πp
{

Re
3We t

}1/4

∞∫
0

e−vv
1
4−1 dv as t→∞, Re = cot(θ), (A.10)

where the integrals above evaluate to Γ(1/2) and Γ(1/4) respectively, leading to the results

given in (II.19a) and (II.19b).

A.4. Appendix: Evaluation of (II.16) for x/t 6= 3 and

Re ≤ cot(θ)

Saddles associated with the off-peak rays x/t 6= 3 lie in the complex k-plane, off of the

real-line. Thus we must take care to evaluate integral (II.16) along a closed path that joins
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the original path (the kr-axis) with a path through the saddle, such that Real[φ(ks)] is a

maximum along this path. This allows for the integral to be replaced with an approximation

near the saddle as t → ∞. A representative example is given in Figure A.3 for x/t = 2

(parameter values given in the caption). Note that there are 3 saddle points associated with

x/t = 2, as indicated by •’s in Figure A.3, but only the two lying in the lower half plane are

accessible as maxima along a closed path with the real axis. The steepest descent contour

∫
SD is shown by a dashed line. Note that neither the branch points (indicated by ∗’s) nor

any other singularities are enclosed between the real axis and the steepest descent path,

and so we may apply Cauchy’s theorem to obtain

h (x, t) |x
t
6=3 ∼

1
2π

∫
−SD

C1(k)e
φ1(k)tdk as t→∞, Re ≤ cot(θ) (A.11)

where
∫

-SD denotes a path from left to right (opposite that shown in Figure A.3) and

the long-time asymptotic casting in (A.11) is solely due the omission of the φ2(k) term

in (II.15), and not from the path deformation. As Reynolds number, Weber number, θ, and

x/t vary, the location of the saddles differ from that shown in Figure A.3. However, there

is always either one or two contributing saddles where Cauchy’s theorem may be applied

such that (A.11) holds. Additionally, since all x/t 6= 3 saddles are 2nd-order, a general

asymptotic solution may be formulated according to the method of steepest descent by

looking in the vicinity of the saddles, replacing C1(k) with C1(ks), φ(k) with its 2nd-order
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Figure A.3: Contours of constant Real[φ1(k)] vs complex k = kr + iki at neutral stability (Re =

cot θ) for x/t = 2, θ = π/4, and We = 0.1. Notation is the same as in Figure A.1. The

orientation of the saddles enables a closed contour (indicated by dashed lines) to be

drawn through ks,1 and ks,2 that includes a portion of the real axis, C1, and also has

Real[φ1(ks,j)] as a maximum along the contour — thus, the method of steepest decent

may be used to determine the long time asymptotic behavior of the integral involving

φ1(k) in (II.15c) along the contour C1. Alternatively, the orientation of saddle

ks,3 makes it spurious (does not contribute to the asymptotic behavior) and is not

accessible by connection to any real contour. The path of integration in (II.15c) is the

infinite kr-axis, i.e. consists of the contour C=CL∪C1∪CR; however, it can be shown

via integration by parts that the contributions over CL and CR are subdominant to

that of C1, such that the long time asymptotic behavior is determined by the integral

C1 — and thus the saddle points dominate the asymptotic behavior. For reference,

the location of the contributing saddles and related quantities necessary to determine

the asymptotic behavior using (A.13), (A.14), and (A.24a) are as follows: a = 0.2957,

b = 0.2492, c = 0.8218, d = 0.6805, r = 5.9476, and q = 5.4227.
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expansion about ks in (A.11), and rewriting the limits of integration as follows

h (x, t) |x
t
6=3 ∼

1
2π

C1(ks1)e
φ1(ks1)

I1︷ ︸︸ ︷∫ ks1+ε

ks1−ε
e

1
2
d2φ1
dk2

∣∣∣
ks1

(k−ks1)2t

dk

+ C1(ks2)e
φ1(ks2)

∫ ks2+ε

ks2−ε
e

1
2
d2φ1
dk2

∣∣∣
ks2

(k−ks2)2t

dk︸ ︷︷ ︸
I2

 as t→∞, Re ≤ cot(θ)

(A.12)

where ε is a small positive constant. Note that in the above we have assumed two contributing

saddles ks1 and ks2. For cases with two saddles, such as that shown in Figure A.3, the

locations of quantities in (A.12) in the complex k-plane are as follows

ks1,2 = ∓a− ib, ω1(ks1,2) = ∓c− id,

d2φ1
dk2

∣∣∣∣∣
ks1,2

= −r∓ iq,

a, b, c, d, q, r > 0, (A.13)

where ks1,2 refers to both saddle points. It is useful to write the following quantity

from (A.13) in complex polar form

r+ iq = ρeiΘ, ρ =
√
r2 + q2, Θ = tan−1

(
q

r

)
, Θ ∈

(
0, π2

)
(A.14)

from which it follows from (A.13) that

d2φ1
dk2

∣∣∣∣∣
ks1,2

= −ρe±iΘ. (A.15)

We now proceed to solve for I1 (denoted in (A.12)) using the orientation of the path through

the saddle ks1 shown in Figure A.3. After substituting (A.15) into (A.13) and splitting I1

into two integrals entering and leaving the saddle ks1, we obtain

I1 =
∫ ks1

ks1−ε
e−

1
2ρe

iΘ(k−ks1)2tdk+
∫ ks1+ε

ks1
e−

1
2ρe

iΘ(k−ks1)2tdk. (A.16)
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The split made above is done such that the quantity (k− ks1) can be written in complex

polar form in accordance with Figure A.3 with the appropriate angle entering and leaving

the saddle as follows

(k− ks1) = UeiΨ

Ψ ∈
[
π

2 ,π
]
for k ∈ [ks1 − ε, ks1]

Ψ ∈
[
−π2 , 0

]
for k ∈ [ks1, ks1 + ε] . (A.17)

Upon substituting (A.17) into (A.16), we obtain

I1 = eiΨ
∫ 0

−εe−iΨ
e−

1
2ρU

2tei(Θ+2Ψ)
dU + eiΨ

∫ εe−iΨ

0
e−

1
2ρU

2tei(Θ+2Ψ)
dU . (A.18)

Note that in order for the integrals of (A.18) to represent paths of steepest descent, the

argument of the outer exponential must be real and negative, such that following condition

must hold between Ψ and Θ [40],

Θ + 2Ψ = 2nπ (A.19)

where n = 1 for the first integral of (A.18) (entering the saddle) and n = 0 for the

second integral of (A.18) (leaving the saddle). In accordance with (A.19), we substitute

Ψ = π −Θ/2 into the first integral of (A.18) and Ψ = −Θ/2 into the second integral

of (A.18) to obtain (after some simplification)

I1 = 2e−i
Θ
2

∫ ε′

0
e−

1
2ρU

2tdU , (A.20)

where ε′ = εeiΘ/2 is a real quantity (recall that U is the real-valued magnitude defined

in (A.17)). Thus (A.20) is a real integral translated and rotated from its skewed path through
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saddle ks1 in Figure A.3. We now replace (A.20) with its semi-infinite extension

I1 ∼ 2e−i
Θ
2

∫ ∞
0

e−
1
2ρU

2tdU as t→∞, (A.21)

noting that (A.21) asymptotically approaches (A.20) as t → ∞. Due the to dominant

contribution at the saddle, the added contribution from ε′ to∞ in (A.21) will be subdominant

to (A.20). The improper integral in (A.21) evaluates exactly to
√

2π/(ρt)/2 (see equation

3.321.3 in [41]), and thus (A.21) becomes

I1 ∼ e−i
Θ
2

√
2π
ρt

as t→∞. (A.22)

If we apply the same technique as done above to I2 in (A.12) involving saddle ks2 in

Figure A.3, whose real imaginary part is the same but real part opposite sign of ks1 and

whose steepest descent path is oriented perpendicular to that of ks1, we obtain

I2 ∼ ei
Θ
2

√
2π
ρt

as t→∞. (A.23)

Substituting (A.22) and (A.23) into (A.12), using (A.13) to recognize that φ1(ks1,2) =

[
b
(
x
t

)
− d

]
± i

[
c− a

(
x
t

)]
and C1(ks1) = C1(ks2), we obtain

h (x, t) |x
t
6=3 ∼

√
2
ρπt

e(b
x
t
−d)t Real

{
C1(ks1)e

i[(c−axt )t−Θ/2]
}

as t→∞, a 6= 0, Re ≤ cot(θ),

(A.24a)

where the a 6= 0 condition reminds us that we have assumed two contributing saddles

symmetric about the imaginary axis, as shown in Figure A.3 for saddles in the lower-half

plane for x/t = 2. The result (A.24a) may be applied to contributing saddles in the lower or

upper half plane (which is the case for x/t = 4, see Figure A.4) if the definitions in (A.13)
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are modified as follows

a = |Real[ks]| , (A.24b)

b = −Imag[ks], (A.24c)

c = |Real[ω1(ks)]| , (A.24d)

d = − sgn (Imag[ks]) |Imag[ω1(ks)]| , (A.24e)

r =

∣∣∣∣∣Imag
[
d2ω1
dk2

]
ks

∣∣∣∣∣ , (A.24f)

q = − sgn (Imag[ks])
∣∣∣∣∣Real

[
d2ω1
dk2

]
ks

∣∣∣∣∣ . (A.24g)

For Re < cot(θ), as either Re is decreased or x/t→ 3 (from above or below) the saddles

move closer together until they combine on the imaginary axis and thus only one saddle

contributes, as shown in Figure A.5. Carrying out the above analysis for this case leads

to

h (x, t) |x
t
6=3 ∼

1√
2ρπt e

(bxt−d)t Real
[
C1(ks1)e

i(ct−Θ/2)
]
as t→∞, a = 0, Re < cot(θ),

(A.24h)

where b, c, and d correspond to ks,1 in Figure A.5.
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ki

kr

Branch Cut Branch Cut

Branch Cut

Branch Cut

ks,3

U

D

D

U

U

U

U

CL

C1

CR

C2
C3C4

ks,1 ks,2

Figure A.4: Contours of constant Real[φ1(k)] vs complex k = kr + iki at neutral stability (Re =

cot θ) for x/t = 4, θ = π/4, and We = 0.1. Notation is the same as in Figure A.2

and discussion is the same as in Figure A.3. For reference, the location of the

contributing saddles and related quantities necessary to determine the asymptotic

behavior using (A.13), (A.14), and (A.24a) are as follows: a = 0.4528, b = 0.1584,

c = 1.4871, d = 0.5053, r = 0.7466, and q = 5.1297.
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ki

kr

Branch Cut Branch Cut

Branch Cut

Branch Cut

C1 CRCL

ks,2

U

D

D U

ks,3

U

D

D
U

ks,1
C2C3

C4

U

U

Figure A.5: Contours of constant Real[φ1(k)] vs complex k = kr + iki at neutral stability (Re =

0.05 cot θ) for x/t = 2, θ = π/4, and We = 0.1. Notation is the same as in Figure A.1.

The orientation of the saddles enables a closed contour (indicated by dashed lines)

to be drawn through ks,1 that includes a portion of the real axis, C1, and also has

Real[φ1(ks,1)] as a maximum along the contour — thus, the method of steepest decent

may be used to determine the long time asymptotic behavior of the integral involving

φ1(k) in (II.15c) along the contour C1. Alternatively, the orientation of saddles ks,2

and ks,3 makes them spurious and are not accessible by connection to any real contour.

The path of integration in (II.15c) is the infinite kr-axis, i.e. consists of the contour

C=CL∪C1∪CR and evaluated in the same manner as discussed in Figure A.3. For

reference, the location of the contributing saddle, and related quantities necessary to

determine the asymptotic behavior using (A.13), (A.14), and (A.24h) are as follows:

a = 0, b = 1.3728, c = 0, d = 2.8420, r = 1.8563, and q = 0.
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Appendix B

Appendix: On the response of

neutrally stable flows to oscillatory

forcing with application to liquid

sheets

B.1. Appendix: Fourier Series Solution (FSS) to (III.8)

B.1.1 Form of the FSS

In order to validate the asymptotic analysis employed in Appendix B.2, the solution to (III.8)

over the infinite domain x ∈ (−∞,∞) is approximated with a Fourier series solution (FSS)

over a finite domain of x ∈ [−L,L] with periodic boundary conditions h(−L, t) = h(L, t)
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as done by Barlow et al. [21]. The finite length L is taken to be sufficiently large so that

the response is unaffected by an increase in L during the simulation time. The FSS is given

by

hF (x, t) =
N∑

n=−N

((
F1ne

r1n t + F2ne
r2n t + F3ne

iωf t
)
eiknx

)
, (B.1a)

where

x ∈ [−L,L], kn =
nπ

L
, (B.1b)

F1n =
h0
2L − F2n − F3n , F2n =

u0
2L − r1n

h0
2L + (r1n − iωf )F3n
(r2n − r1n)

, (B.1c)

F3n =
Af
2L

(iωf )2 + αn(iωf ) + βn
, (B.1d)

r1n = −i(ckn −Bk2
n), r2n = −i(ckn +Bk2

n), (B.1e)

αn = (2ickn), βn = (ickn)
2 +B2(kn)

4. (B.1f)

Notably,

h(x, t) = lim
N→∞

(
lim
L→∞

(hF (x, t))
)

(B.2)

B.1.2 Spatial resolution of solutions

A key issue with the implementation of the long-time asymptotic solutions given in equa-

tions (III.15) and (III.17) is the resolution of high frequency sinusoids. An important

distinction to make first is that the spatial resolution discussed here is entirely separate

from how many terms are included in the FSS. Spatial resolution here refers to how many

data points are sampled over a given V domain. While the values of the step size in V

could be tested manually, it is possible to approximate the required step size by looking at

the asymptotic solutions.
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To explore this issue, we first suppose that the phase of the highest frequency (in V )

exponential from the long-time asymptotic solution, denoted generally as f , has some

associated frequency which is a function of time, ωA(t), and some phase shift which may

be a function of time, φ(t), such that,

f = ei(ωA(t)V +φ(t)). (B.3)

As an example, for region C in Figure III.9, ωA(t) = k2t and φ(t) = iωf t (extracted from

the exponent in (III.15e)). For a fixed time, it follows that the mode given in (B.3) has a

wavelength of 2π/ωA(t) in V . We may then choose the number of points in our numerical

solution such that the maximum value for the step size in V is, for example,

∆V =
π

10ωA(t)
. (B.4)

As an example, the ∆V needed to achieve this level of resolution for region C in Figure III.9

would be

∆V(ωf<ωc, Region C) =
π

10k2t
=

 Bπ

5
(
c−

√
c2 + 4Bωf

)
 1
t
. (B.5)

Note that, as we look at longer and longer times, a smaller step size in V is required to

achieve the same resolution relative to the wave pattern. This is especially problematic as

t → ∞ because ∆V → 0. As long as the same velocity points are sampled, however, the

FSS (Appendix B.1.1) and the asymptotic solutions can be compared. However, if ∆V is

too large, the aliasing solution will obscure the structure.
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B.2. Appendix: Fourier Integral solution to (III.8)

The solution to the system (III.8) is found by taking its Fourier transform, solving the

resulting ordinary differential equation in the time domain through a Laplace transform,

and then using the Fourier inversion integral to obtain

h(x, t) = − Af
2πB2

∞∫
−∞

 cos(Bk2t)eik(V−c)t

(k− k0)(k− k1)(k− k2)(k− k3)

dk
− iAfc

2πB3

∞∫
−∞

 sin(Bk2t)eik(V−c)t

k(k− k0)(k− k1)(k− k2)(k− k3)

dk
− iAfωF

2πB3

∞∫
−∞

 sin(Bk2t)eik(V−c)t

k2(k− k0)(k− k1)(k− k2)(k− k3)

dk
+

Af
2πB2

∞∫
−∞

 ei(kV +ωf )t

(k− k0)(k− k1)(k− k2)(k− k3)

dk. (B.6)

The definitions of k0 through k3 are given in equation (III.9d) and are written here for

completeness:

k0 =
−c−

√
c2 − 4Bωf
2B , k1 =

−c+
√
c2 − 4Bωf
2B ,

k2 =
c−

√
c2 + 4Bωf
2B , k3 =

c+
√
c2 + 4Bωf
2B . (B.7)

The four integrals in (B.6) are combined into two new integrals, Ĩ and Î, which are

equations (III.9b) and (III.9c) in the main text.
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B.2.1 Evaluation of Ĩ

In order to evaluate (III.9b) it is broken into Ĩ1 and Ĩ2 such that

Ĩ = Ĩ1 + Ĩ2, (B.8a)

Ĩ1 =

∞∫
−∞

−Afe
i(ωf )t

B2
ei(kV )teiB(k−k2)(k−k3)t

(k− k0)(k− k1)(k− k2)(k− k3)
dk, (B.8b)

Ĩ2 =

∞∫
−∞

Afe
i(ωf )t

B2
ei(kV )t

(k− k0)(k− k1)(k− k2)(k− k3)
dk. (B.8c)

Equation (B.8b) is evaluated with a “bow-tie” contour1 centered on

ks =
(c− V )

2B , (B.9)

which extends into the first and third quadrants; Supplemental Material Section B.7 provides

the methodology and Figure B.2 (provided in Section B.7) shows the “bow-tie” contour

shape. Equation (B.8c) is evaluated with a half-plane contour in either the upper or lower

half-plane, depending on the sign of V (see Supplemental Material Section B.8).

Solutions for Ĩ1 and Ĩ2 are summarized below (from Supplemental Material Sections B.7

and B.8)

Ĩ1 ∼
−Afeiωf t

B2

((PA(k0; ks)−PB(k0; ks)+
)
F (k0)

)
+

((
PA(k1; ks)−PB(k1; ks)

)
F (k1)

)

+

((
PA(k2; ks)− PB(k2; ks)

)
F (k2)

)
+

((
PA(k3; ks)− PB(k3; ks)

)
F (k3)

)

+
2e(

iπ
4 )e
−i
(

(V−c)2
4B +ωf

)
t

(ks − k0)(ks − k1)(ks − k2)(ks − k3)

√
π

4Bt

 as t→∞, (B.10a)

1The contour is so called because it is shaped like a bow-tie with two lobes extending out symmetrically

from a central point.
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ks =
c− V
2B , F (kj) = lim

k→kj
=

[
(k− kj)ei(B(k−k2)(k−k3)+kV )t

(k− k0)(k− k1)(k− k2)(k− k3)

]
, (B.10b)

PL(kj ; ks) =



2iπ if pole kj is enclosed by contour L

iπ if pole kj is intersected by contour L

0 if pole kj is not enclosed by contour L

. (B.10c)

The notation in (B.10a) is defined in terms of the PL function (B.10c) for two contours

labeled A and B (so, L = A or L = B in (B.10)); see Figure B.2 of Section B.7 for a

depiction of these contours. The function PL accounts for if a given pole kj is contained

within a given contour L. By the convention used in this chapter, the contour A is said to

be the portion of the bow-tie contour that extends to the right of the saddle point ks and

contour B is said to be the portion of the bow-tie contour that extends to the left of the ks.

(see Figure B.2 in Section B.7).

The solution for Ĩ2 is given as

Ĩ2

∣∣∣∣
V≥0

=
iπAf
B2 eiωf t

(
2G(k1) +G(k2) +G(k3)

)
, (B.11a)

Ĩ2

∣∣∣∣
V≤0

=
iπAf
B2 eiωf t

(
− 2G(k0)−G(k2)−G(k3)

)
, (B.11b)

G(zj) = lim
k→kj

(
(k− kj)

eikV t

(k− k0)(k− k1)(k− k2)(k− k3)

)
, (B.11c)

where k0 through k3 are defined in (III.9d). Note that the evaluation of the two expressions

for Ĩ2 at V = 0 are equivalent. The form of (B.10a) does not assume the position of the

poles, so it is general for any case where ωf 6= ωc.
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B.2.2 Evaluation of Î

The integral (III.9c) is first differentiated with respect to t and broken up into four parts

such that

dÎ

dt
= i

Af
2B2

(
(V − c)

(
Î1 + Î2

)
+B

(
Î3 + Î4

))
, (B.12)

Î1 =

∞∫
−∞

ei(Bk
2+k(V−c))t

k(k− k0)(k− k1)
dk, (B.13a)

Î2 =

∞∫
−∞

−ei(−Bk2+k(V−c))t

k(k− k0)(k− k1)
dk, (B.13b)

Î3 =

∞∫
−∞

ei(Bk
2+k(V−c))t

(k− k0)(k− k1)
dk, (B.13c)

Î4 =

∞∫
−∞

ei(−Bk
2+k(V−c))t

(k− k0)(k− k1)
dk. (B.13d)

The four sub-integrals in (B.13) are evaluated using bow-tie contours described in Figure B.2

of Section B.7. The contours for equations (B.13a) and (B.13c) are centered at

ks1 =
(c− V )

2B (B.14)

and extend into the first and third quadrants. The contours for equations (B.13b) and (B.13d)

are centered at

ks2 =
(V − c)

2B (B.15)

and extend into the second and fourth quadrants.

Once the contours are evaluated (again, see Supplemental Material Section B.7), the results
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are combined to yield

dÎ

dt
∼ iAf

2B2

t∫
ψ


[
PA(k0; ks1)− PB(k0; ks1)

(k0 − k1)

](
B +

(V − c)
k0

)(
ei(Bk

2
0+k0(V−c))t

)
+

[
PA(k1; ks1)− PB(k2; ks1)

(k1 − k0)

](
B +

(V − c)
k1

)(
ei(Bk

2
1+k1(V−c))t

)
− ei

π
4
√
πB

(ks1 − k0)(ks1 − k1)

(
eiks1 t(V−c)
√
t

)
− e−i

π
4
√
πB

(ks2 − k0)(ks2 − k1)

(
eiks2 t(V−c)
√
t

)

+

[
PA(k0; ks2)− PB(k0; ks2)

(k0 − k1)

](
−B +

(V − c)
k0

)(
ei(−Bk

2
0+k0(V−c))t

)
+

[
PA(k1; ks2)− PB(k1; ks2)

(k1 − k01)

](
−B +

(V − c)
k1

)(
ei(−Bk

2
1+k1(V−c))t

)
+

(
PA(0; ks1)− PB(0; ks1)

)(
PA(0; ks2)− PB(0; ks2)

)
(V − c)
(k0)(k1)

dt+ C, (B.16a)

ψ =


∞ if V 6= c

0 if V = c

, (B.16b)

The notation in (B.16a) is defined in terms of the same PL function (B.17b) as is used

in (B.10). The function PL accounts for if a given pole kj is contained within a given

contour L. By the convention used in this chapter, the contour A is said to be the portion

of the bow-tie contour that extends to the right of the saddle point ks and contour B is said

to be the contour portion of the bow-tie that extends to the left of the ks (see Figure B.2

in Section B.7). Importantly, the PL functions have no dependence on t, and they can be

treated as constants for the purposes of integration. The lower limit of integration ψ (B.16b)

is chosen such that the integration constant C evaluates to zero which is consistent with
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the FSS (Appendix B.1.1) at long times. By integrating the first terms, we obtain

Î ∼ Af
2B2


−
(
PA(k0; ks1)− PB(k0; ks1)

]ei(Bk2
0+k0(V−c))t

k2
0(k1 − k0)


+

(
PA(k1; ks1)− PB(k1; ks1)

)ei(Bk2
1+k1(V−c))t

k2
1(k1 − k0)


−
(
PA(k0; ks2)− PB(k0; ks2)

)ei(−Bk2
0+k0(V−c))t

k2
0(k1 − k0)


+

(
PA(k1; ks2)− PB(k1; ks2)

)ei(−Bk2
1+k1(V−c))t

k2
1(k1 − k0)


+

−iei
π
4
√
Bπ

(ks1 − k0)(ks1 − k1)

t∫
∞

ei ks1 (V−c)
2 η

√
η

dη
+

−ie−i
π
4
√
Bπ

(ks1 + k0)(ks1 + k1)

t∫
∞

e−i ks1 (V−c)
2 η

√
η

dη+ C


as t→∞, (B.17a)

PL(kj ; ksm) =



2iπ if pole kj is enclosed by contour L for Îm

iπ if pole kj is intersected by contour L

0 if pole kj is not enclosed by contour L

, (B.17b)

where ψ defined in (B.16b), and the solution to the remaining integrals is given in (B.17).

B.3. Appendix: Asymptotic solution to (III.8) for ωf < ωc

This section develops the long-time asymptotic solution for equation (III.8) for the pole

structure in Figure III.3. The long-time solution for the ωf < ωc case is found by applying
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the pole structure to the solutions for Ĩ (see Appendix B.2.1) and Î (see Appendix B.2.2).

Evaluating (B.10), (B.11) and (B.17) yields

Real[h(x, t)ωf<ωc ] ∼ Real[
Afe

iωf t

B2 (T1 + T2 + T3)− iAfδj
√
t]

as t→∞, δj =


1, V = c

0, V 6= c

, (B.18)

where T1, T2, and T3 are defined as follows

T1 ∼ −

(P (k0, ks1)F (k0)

)
+

(
P (k1, ks1)F (k1)

)
+

(
P (k2, ks1)F (k2)

)

+

(
P (k3, ks1)F (k3)

)
+

2e(
iπ
4 )e
−i
(

(V−c)2
4B +ωf

)
t

(ks1 − k0)(ks1 − k1)(ks1 − k2)(ks1 − k3)

√
π

4Bt

 as t→∞,

(B.19a)

F (kj) = lim
k→kj

=

[
(k− kj)ei(B(k−k2)(k−k3)+kV )t

(k− k0)(k− k1)(k− k2)(k− k3)

]
, (B.19b)

T2 = sgn(V )iπ

(
G(k0) +G(k1) +G(k2) +G(k3)

)
, (B.20a)

G(zj) = lim
k→kj

(
(k− kj)

eikV t

(k− k0)(k− k1)(k− k2)(k− k3)

)
, (B.20b)

T3 ∼
1
2

− P (k0, ks1)

ei(Bk2
0+k0(V−c))t

k2
0(k1 − k0)

+ P (k1, ks1)

ei(Bk2
1+k1(V−c))t

k2
1(k1 − k0)


+ P (k0, ks2)

ei(−Bk2
0+k0(V−c))t

k2
0(k1 − k0)

− P (k1, ks2)

ei(−Bk2
1+k1(V−c))t

k2
1(k1 − k0)


+

−iei
π
4
√
Bπ

(ks1 − k0)(ks1 − k1)

t∫
∞

ei ks1 (V−c)
2 η

√
η

dη+ −ie−i
π
4
√
Bπ

(ks1 + k0)(ks1 + k1)

t∫
∞

e−i ks1 (V−c)
2 η

√
η

dη+C


as t→∞ and V 6= c, (B.21)
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ks1 =
(c− V )

2B , ks2 =
(V − c)

2B , (B.22)

P (kj , ksL) =



iπ if ksL < kj

undefined if ksL = kj

−iπ, if ksL > kj

. (B.23)

In equation (B.21) C is an unknown constant of integration. The limits of the integrals

were chosen for V 6= c such that C evaluates to zero as motivated by comparison with the

FSS (Appendix B.1.1). The integrals can be evaluated by defining ζ ≡ (V−c)2/4B, E1 ≡ −1,

E2 ≡ 1 and evaluating the new integral through the asymptotic expansion of the Fresnel

integral as

t∫
∞

eEjζη√
η

dη =

t∫
0

eEjζη√
η

dη− ∞∫
0

eEjζη√
η

dη ∼
√

2π
ζ

[(1
2 +

sin(ζt)√
2πζt

)
+ iEj

(1
2 −

cos(ζt)√
2πζt

)]
− (1 + iEj)

√
π

2ζ

as t→∞ and V 6= c. (B.24)

For the case of equation (B.21) when V = c, the limits of integration must be chosen to

be 0 → t instead of ∞ → t to ensure a bounded integral, leaving the evaluation of each

integral as
t∫

0

1
√
η
dη = 2

√
t+ C1, (B.25)

where C1 evaluates to zero compared to the FSS (Appendix B.1.1). The emergent algebraic

growth only arises in the imaginary part of T3 (B.21); as such, if Af is chosen to be purely

real, the growth only occurs in the imaginary part of h(x, t) and is not observable in a

physical solution.
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B.4. Appendix: Asymptotic solution to (III.8) for ωf > ωc

This section develops the long-time asymptotic solution for equation (III.8) for the pole

structure in Figure III.4. The long-time solution for the ωf > ωc case is found by applying

the pole structure to the solutions for Ĩ (see Appendix B.2.1) and Î (see Appendix B.2.2).

Evaluating (B.10), (B.11) and (B.17) yields

h(x, t)ωf>ωc ∼
(
Afe

iωf t

B2 (T1 + T2)

)
− iAfδj

√
t as t→∞, δj =


1, V = c

0, V 6= c

. (B.26)

Note that, in equation (B.26), the growing term is purely imaginary when Af is taken to

be real and even then only occurs along the V = c velocity.

T1 ∼ −

P (k2, ks)F (k2) + P (k3, ks)F (k3)

 as t→∞, (B.27a)

F (kj) = lim
k→kj

=

[
(k− kj)ei(B(k−k2)(k−k3)+kV )t

(k− k0)(k− k1)(k− k2)(k− k3)

]
, (B.27b)

T2 ∼ sgn(V )iπ

(
G(k2) +G(k3)

)
as t→∞, (B.28a)

G(kj) = lim
k→kj

(
(k− kj)

eikV t

(k− k0)(k− k1)(k− k2)(k− k3)

)
. (B.28b)

The definitions of ks1 and P (kj , ks) are given above in equations (B.22) and (B.23), and

the poles k0 through k3 are defined in (III.9d). As with the ωf < ωc case, the algebraic

growth only occurs in the real part of h if Af is imaginary or complex.
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B.5. Appendix: Justification for bounding amplitude

expressions given in Section B.5

For a given set of parameters, the solution is arranged into the form of (III.12 (including

the terms which are purely imaginary, for completeness),

Real[h(x, t)] ∼ Real
[
N∑
n=1

(
αne

iβn(V )t
)
+ o(1) + (Imaginary term)

]

V ∈ [V1,V2] as t→∞, (B.29)

for N different modes where αn is complex and βn(V ) is real, such the that argument of the

exponential above is purely imaginary. Only imaginary exponents are considered because

real exponents either lead to terms that damp with time (subdominant to oscillations) or

terms that grow with time (swamp out any oscillations) as time goes to infinity. The terms

are grouped in such a way that βi 6= βj , as the amplitude of two in-phase exponentials is

merely the sum of the amplitudes. To handle the out of phase terms, we first write

αn ≡ Ane(iφ) such that An =
∣∣∣αn∣∣∣ (B.30)

where An is real and positive and φ is real. Equation (B.29) then becomes

Real[h(x, t)] ∼ Real
[
N∑
n=1

(
Ane

(iβnt+iφ)
)]

V ∈ [V1,V2] as t→∞. (B.31)

In the summation, each term is a complex number with a fixed modulus and changing

argument. Through the triangle inequality, the result of the summation is less than or

asymptotic to (denoted by .) the sum of An:∣∣∣∣Real[h(x, t)]
∣∣∣∣ . N∑

n=1
(An) V ∈ [V1,V2] as t→∞. (B.32)
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From (B.30),

∣∣∣∣Real[h(x, t)]
∣∣∣∣ . N∑

n=1

∣∣∣αn∣∣∣ V ∈ [V1,V2] as t→∞. (B.33)

Equation (B.33) is used directly to find the bounding amplitudes presented in Section III.3.2.

B.6. Appendix: Exploration of the relative amplitudes in

Figures III.9 and III.17

The amplitudes of each region shown in Figures III.9 and III.17 were examined to determine

the generality of the indicated figures qualitatively. In some cases, inspection of the

asymptotic results (see (III.15a and III.15b) was all that was needed to establish relationships

between the region amplitudes. In some, the bounding amplitudes were calculated to firmly

establish the relationship between amplitudes (labeled as “Tested” below). In these cases,

the following parameter ranges were explored:

Af ,B, c ∈ (0, 10000), ωf = Wωc, (B.34)

where W ∈ (0, 1) for the ωf < ωc case and W ∈ (1, 10000) for the ωf > ωc case. The

results are as follows:

• For the ωf < ωc case in Figure III.9, the following general conclusions are drawn. The

bounding amplitude of:

– region A is smaller than that of region B (By inspection of (III.15a and III.15b))

– region B is smaller than that of region B2 (By inspection of (III.15b and III.15c))
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– region B2 is smaller than that of region C2 (Tested)

– region C2 is larger than that of region C (By inspection of (III.15d and III.15e))

– region C is larger than that of region D (By inspection of (III.15e and III.15f))

– region B is smaller than that of region C (Tested)

• For the ωc > ωf case in Figure III.17, the following general conclusions are drawn.

The bounding amplitude of:

– region A is smaller than that of region B (By inspection of (III.17a and III.17b))

– region B is smaller than that of region C (Tested)

– region C is larger than that of region D (By inspection of (III.17c and III.17d))

The amplitude of the Asymptotically Undisturbed Regions (regions A and D in Figures III.9

and III.17) is zero, so the long-time amplitude of those regions will always be less than or

equal to any other region. Also through inspection, the amplitudes of the Additional Forced

Regions (regions B2 and C2 in Figure III.9) are equal to the amplitudes of the respective

Forced Regions (regions B and C in Figure III.9) plus some positive number. From this

investigation, we conclude that the relative amplitudes of the regions shown in Figures III.9

and III.17 are sufficiently representative of all solutions to (III.8).

B.7. Supplemental: Evaluating a bow-tie contour

We now examine the contour integral and evaluation of Equation (B.8b), that is representa-

tive of the other contour integrals used in this paper. To begin, we rewrite (B.8b) in terms

137



Spatiotemporal stability

of Φ as,

Ĩ1 = −Af
B2

∞∫
−∞

eiΦt
/(k− k0)(k− k1)(k− k2)(k− k3)

dk, (B.35)

where

Φ = Bk2 − ck− ωf + kV . (B.36)

By substituting in the definition of k2 and k3 and differentiating Φ with respect to k, we

find that there is a second order saddle point at

ks =
(c− V )

2B ,

as stated in (B.9). A preliminary contour is established in the complex k plane as shown in

Figure B.1. The limits on the angles γ1 and γ2 are chosen such that the contour integrals

along the curved sections go to zero and the dotted line path corresponds to that of the

integral (B.8b) as R→∞.

Through consideration of (B.35), the contour angles, γ1 and γ2, are restricted to lie in the

intervals [0, π/2] and [π, 3π/2], as indicated in Figure B.1. When the contour angles are

chosen to be π/4 and 5π
4 , the integrals along the diagonal can be evaluated asymptotically

as time goes to infinity using the method of steepest descent (see Figure B.2).
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Figure B.1: General form of a bow-tie contour. For some central point k∗, the angles γ are

limited to (0, π/2) for γ1 and to (π, 3π/2) for γ2, so that the integrals along the

curved sections, C3 and C5 go to zero as R goes to infinity. In this example, the

pole k0 is contained within a contour, and the pole k1 is not. The integral along the

real axis, the dotted yellow line, is the integral I1 as R goes to infinity. The inset

figure shows the orientation of the contour in the complex k plane. Depending on

the value of k∗, the origin lies somewhere along the dotted yellow line. For the sake

of demonstration, the ωf > ωf case is presented here using the pole structure in

Figure III.4. In the case of ωf < ωc, all the poles would lie on the dotted yellow line.

Each lobe of the bow-tie is a closed subcontour where A = C2 ∪C3 ∪C4 (from i∞ to k∗)

and B = C5 ∪C1 ∪C4 (from k∗ to −i∞).
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Figure B.2: An example bow-tie contour in the complex k plane. As R goes to infinity, contour

sections C1 and C2 become the integral of interest, and contour sections C3 and C5

go to zero. The pole k0 is enclosed, and the pole k1 is not enclosed. The integral

along the contour C4 can be evaluated asymptotically as time goes to infinity due

to the choice of k∗ (Figure B.1) as the saddle point ks and the choice of the angles

γ. The position of the saddle point ks is a function of velocity. Contour is depicted

for V > c and ωf > ωc. Varying V translates the contour along the real k axis. The

inset figure shows the orientation of the contour in the complex k plane but does not

represent where the origin is. Depending on the value of k∗, the origin lies somewhere

along the dotted yellow line. For the sake of demonstration, the ωf > ωf case is

presented here relating to Figure III.4. In the case of ωf < ωc, all the poles would

lie on the dotted yellow line. Each lobe of the bow-tie is a closed subcontour where

A = C2 ∪C3 ∪C4 (from (1 + i)∞ to k∗) and B = C5 ∪C1 ∪C4 (from k∗ to −(1 + i)∞)
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As indicated in (B.9), the saddle point is a function of V and is always real-valued. Thus,

the contour in Figure B.2 will be shifted along the real axis for different velocities. In what

follows, no distinction will be made between the locus of saddles and the real k axis as they

are equivalent for this problem.

The complete contour in Figure B.2 is broken up into two closed sub-contours, A and B

which are separately evaluated through Cauchy’s residue theorem (see Figure (B.2). As an

example, we focus here on contour B of Figure B.2, shown in Figure B.3. Because the real

axis segment of Figure B.2 is the integral of interest from k = −∞ to k =∞ it follows that

the real axis segment of Figure B.3 is the integrand of interest integrated from k = −∞ to

ks.

Around the closed contour B in Figure B.3 the integral can be expressed with ζ as a

placeholder of the integrand as

∫
C1
ζdk+

∫
C2
ζdk+

∫
C3
ζdk = 2πiRes(ζ, k0) + πiRes(ζ, k2), (B.37)

where Res(f , kj) is the residue of the integrand ζ at the pole kj . The contained pole k0 has

the full contribution, but the intersected pole k2 only has half the contribution. Also, this

expression is only valid when k0 is contained (as it is in Figure B.3). For a larger velocity,

the saddle point may be shifted far enough to the left such that k0 is no longer contained.

Through the choice of γ2, the integral along C3 goes to zero as R→∞. Therefore, we can

say that ∫
C1
ζdk = 2πiRes(ζ, k0) + πiRes(ζ, k2)−

∫
C2
ζdk. (B.38)

141



Spatiotemporal stability

Figure B.3: Example integration contour B from Figure B.2. As before, the angle γ2 is chosen

such that the integral along C3 goes to zero as R goes to infinity, the integral along

C2 can be determined asymptotically as time goes to infinity, and the integral along

the real axis (C1, dotted yellow line) is the integral of interest as R goes to infinity.

For the sake of example, the pole k0 is contained in the contour while the pole k1 is

not. Depending on the position of ks, the poles k2 and k3 are either intersected by or

separate from the contour.

Evaluating the residue of (B.35) at the saddle points yields

Res(ζ; kj) = lim
k→kj

(
−Af
B2

(
(k− kj)eiΦt

(k− k0)(k− k1)(k− k2)(k− k3)

))
. (B.39)

The contour along the diagonal contour, C2, is determined by converting the integral into
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polar form as k = ks + reiγ , dk = eiγdr. This transformation yields

∫
C2
ζdk =

∞∫
0

eiγζ(ks + reiγ)dr, (B.40)

= e
i

(
γ2−
(

(V−c)2t
4B

)
−ωf t

)

×
∞∫

0

eiBr
2e2iγtdr

(reiγ2 + ks − k0)(reiγ2 + ks − k1)(reiγ2 + ks − k2)(reiγ2 + ks − k3)
. (B.41)

Next, γ is chosen in order to get the exponent into the form of −r2, γ = 5π
4 . The integral

becomes:

∫
C2

ζdk = e
5iπ

4 e
−i
(

(V−c)2
4B +ωf

)
t
∞∫

0

e−Br
2tdr

(rei
5π
4 + ks − k0)(re

i 5π
4 + ks − k1)(re

i 5π
4 + ks − k2)(re

i 5π
4 + ks − k3)

.

(B.42)

The integral in (B.42) can be split up into two separate integrals, one from r = 0 to r = ε

and one from r = ε to r = ∞ where ε << 1 . Through integration by parts, the latter

integral is asymptotically subdominant to the former. Over the small range 0 to ε the

integral can be replaced with the integral linearized about r = 0. In order to evaluate

the integral, ε is taken to infinity without adding any asymptotically dominant terms in

accordance with the method of steepest descent. Doing so yields

∫
C2

ζdk ∼ e
5iπ

4 e
−i
(

(V−c)2
4B +ωf

)
t
∞∫

0

e−Br
2tdr

(ks − k0)(ks − k1)(ks − k2)(ks − k3)
as t→∞,

(B.43)

∼ −e
iπ
4 e
−i
(

(V−c)2
4B +ωf

)
t

(ks − k0)(ks − k1)(ks − k2)(ks − k3)

∞∫
0

e−Br
2tdr as t→∞, (B.44)

∼ −e
iπ
4 e
−i
(

(V−c)2
4B +ωf

)
t

(ks − k0)(ks − k1)(ks − k2)(ks − k3)

√
π

4Bt as t→∞. (B.45)
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For the arrangement of the poles and saddle point shown in Figure B.3, the section of

interest can be expressed as

∫
C1
ζdk = 2πiRes(ζ, k0)+πiRes(ζ, k2)−

−e
iπ
4 e
−i
(

(V−c)2
4B +ωf

)
t

(ks − k0)(ks − k1)(ks − k2)(ks − k3)

√
π

4Bt as t→∞,

(B.46)

Res(ζ; kj) = lim
k→kj

(
−Af
B2

(
(k− kj)eiΦt

(k− k0)(k− k1)(k− k2)(k− k3)

))
. (B.47)

Note again that the pole structure and the velocity that is being studied will determine

which of the residue terms contribute to the solution.

B.8. Supplemental: Evaluating a half-plane contour

Here we examine (B.8c), which we rewrite in terms of Φ as,

Ĩ2 =

∞∫
−∞

Af
B2 e

iΦt

/(k− k0)(k− k1)(k− k2)(k− k3)

dk, (B.48)

Φ = ωf + kV . (B.49)

Next we establish a half-plane contour in either the upper half-plane or lower-half plane

depending on the sign of V .

The integral (B.8c) is expressed as

∮ (
Af
B2

eiΦt

(k− k0)(k− k1)(k− k2)(k− k3)
dk

)

=
∫
C1

(
Af
B2

eiΦt

(k− k0)(k− k1)(k− k2)(k− k3)
dk

)
+
∫
C2

(
Af
B2

eiΦt

(k− k0)(k− k1)(k− k2)(k− k3)
dk

)

= 2πiRes(ζ, k1) + πiRes(ζ, k2) + πiRes(ζ, k3), (B.50)
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Figure B.4: Sample half-plane contour for (B.8c) for V > 0 and ωf > ωc. The poles k1 is contained

and the poles k2 and k3 are intersected. See (III.9d) for the definitions of the poles.

The integral along the curved contour goes to zero as R goes to infinity.

where ζ is a placeholder for the integrand of (B.8c). We note that, because V > 0 and the

contour is in the upper half-plane, the integral along C2 goes to zero as R goes to infinity.

Additionally, the integral along C1 becomes Ĩ2 under the same limit, yielding

Ĩ2 = 2πiRes(ζ, k1) + πiRes(ζ, k2) + πiRes(ζ, k3), (B.51)

Res(ζ; kj) = lim
k→kj

(
−Af
B2

(
(k− kj)ei(ωf+kV )t

(k− k0)(k− k1)(k− k2)(k− k3)

))
. (B.52)
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Note that if V < 0 then the contour must be established in the lower half-plane, so k0

would be contained instead of k1. If ωf < ωc, all the poles lie on the real axis and the choice

of direction for the contour has no effect on the solution. The result (B.51) is the desired

exact result for Ĩ2 used in the asymptotic results (B.18) and (B.26).
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Appendix: On the two-dimensional

extension of one-dimensional

algebraically growing waves at

neutral stability

C.1. Appendix: 2D-KRK: Analysis

C.1.1 Effect of initial conditions on solution response

Working from the 2D-KRK operator (IV.4) with the forcing amplitude set to zero, we

obtain
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∂2h

∂t2
+ 2cx

∂2h

∂t∂x
+ 2cz

∂2h

∂t∂z
+ c2

x

∂2h

∂x2 + 2cxcz
∂2h

∂x∂z
+ c2

z

∂2h

∂z2


+B2

(
∂4h

∂x4 + 2 ∂4h

∂x2∂z2 +
∂4h

∂z4

)
= 0. (C.1)

Instead of the homogeneous initial conditions in (IV.4c), we apply

h(x, z, 0) = H0δ(x)δ(z),
∂h

∂t
(x, z, 0) = U0δ(x)δ(z), (C.2)

where h→ 0 as x, z → ±∞. Taking the Fourier transforms of (C.1) in the x and z directions,

we obtain

d2 ˆ̂hxz
dt2

+ 2icxkx
d ˆ̂hxz
dt

+ 2iczkz
d ˆ̂hxz
dt
− c2

xk
2
x

ˆ̂hxz − 2cxczkxkz ˆ̂hxz − c2
zk

2
z

ˆ̂hxz

+B2k4
x

ˆ̂hxz + 2B2k2
xk

2
z

ˆ̂hxz +B2k4
z

ˆ̂hxz = 0, (C.3)

where

ˆ̂hxz(0) = H0, d ˆ̂hxz
dt

(0) = U0, (C.4)

ψ = cxkx + czkz, η = B(k2
x + k2

z). (C.5)

The solution to the 2nd order ordinary differential equation (C.3) subject to (C.4) is

ˆ̂hxz = e−iψt
(
U0 + (iψ+ iη)H0

η

)(
eiηt − e−iηt

2i

)
+H0e

−iψte−iηt. (C.6)

The forced solution (IV.12a) is superimposed on (C.6) to obtain

ˆ̂hxz,Total = e−iψt
(
(A+ U0) + (iψ+ iη)H0

η

)(
eiηt − e−iηt

2i

)
+H0e

−iψte−iηt. (C.7)

By inspection of (C.7), the effect of the forcing magnitude A and the initial surface

velocity U0 are equivalent. Therefore, U0 can be taken to be zero without loss of response

character.
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To examine the effect of a initial surface height, the values of A and U0 are set to zero

in (C.7) and the inversion integrals are utilized to yield

h = H0

∞∫
−∞

∞∫
−∞

((
ψ+ η

η

)(
eiηt − e−iηt

2

)
+ e−iηt

)
e−iψteikxVxteikzVztdkzdkx,

ψ = cxkx + czkz, η = k2
x + k2

z , Vx =
x

t
, Vz =

z

t
. (C.8)

Through the steps included in Supplemental Material Section C.3.1, (C.8) is solved exactly

to yield

h(x, z, t) = H0
4Btπ

1− 2cx(Vx − cx) + cz(Vz − cz)
V̂

 sin
(
V̂ t

4B

)
,

V̂ =
√
(Vx − cx)2 + (Vz − cz)2. (C.9)

Note that h is not localized — it exists at non-negligible amplitude at all values of V̂ for

any value of t. This violates the condition of h→ 0 as x, z →∞. This solution is admitted

because the Fourier transform of the integral exists due to the rapid oscillations in the

integrand.

C.1.2 Determination of Q and W in (IV.10) via contour integration

From (IV.10), the integrals Q and W may be expressed in terms of separate x and z

integrals as

Q = QxQz, W =WxWz. (C.10)

In (C.10), the integral subscripts x and z correspond respectively to the integrated variables

kx and kz in (IV.10); the definitions of Qx, Qz,Wx, andWz can thus be made by inspection

of (IV.10). The analysis for Qx is presented below; the analysis of the remaining sub-

integrals closely follows that provided here, and are relegated to Supplemental Material
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Section C.3.4. To begin, we write

Qx =
∞∫
−∞

ei(Φ(kx))tdkx, (C.11)

where Φ is expressed as

Φ = ξBk2
x + (Vx − cx)kx, Vx =

x

t
. (C.12)

The integral C.11 is evaluated through complex contour integration, and contours are chosen

such that they move through saddle points; this enables the method of steepest descent to

be applied as t approaches infinity. To apply the method, saddle points, ks, are determined

by writing the derivatives of Φ as

dΦ
dkx

(ks) = 2ξBks + (Vx − cx) = 0, (C.13)

d2Φ
dk2

x

(ks) = 2ξB 6= 0, (C.14)

to yield

ks =
(cx − Vx)

2ξB , Vx =
x

t
. (C.15)

In taking the derivative, we hold Vx, B, and ξ fixed. Note that for any velocity, V̂ , the

saddle point is purely real. The complex integration contour for Qx through the saddle

point ks is shown in Figure C.1. The angles, γ1 and γ2 are chosen such that the contours

can be evaluated (see Supplemental Material Section C.3.4). Because there are no poles

enclosed in either side of the contour, the following equations must be true:

0 =
∫
C1a

eiΦtdkx +
∫
C3b

eiΦtdkx +
∫
C4

eiΦtdkx, (C.16)

0 =
∫
C1b

eiΦtdkx +
∫
C2

eiΦtdkx +
∫
C3a

eiΦtdkx. (C.17)
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Figure C.1: Integration path for Qx. Note that (C.15) indicates that the saddle point ks always

lies on the real axis.

Additionally, the contours are established such that

Qx = lim
R→∞

 ∫
C1a

eiΦtdkx +
∫
C1b

eiΦtdkx

 . (C.18)

Therefore, Qx can be evaluated as

Qx = lim
R→∞

− ∫
C2

eiΦtdkx −
∫
C3a

eiΦtdkx −
∫
C3b

eiΦtdkx −
∫
C4

eiΦtdkx

 . (C.19)

Although motivated by the method of steepest descent to extract long-time behavior, the

contours in Figure C.1 enable the exact evaluation of the integrals in (C.19) for all time

(see Supplemental Material Section C.3.4.1). After evaluating (C.19) and applying the same

methodology to Qz, Wx, and Wz in (C.10) above, we obtain

Q =
iπ

ξBt
e

(
−i

4ξB ((Vx−cx)
2+(Vz−cz)2)t

)
, (C.20)

W =
−iπ
ξBt

e

(
it

4ξB ((Vx−cx)
2+(Vz−cz)2)

)
. (C.21)
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C.1.3 Difference in response breadth between 1D-KRK and 2D-KRK

responses

As mentioned in Section IV.4.1, the difference in width between the 1D-KRK and 2D-KRK

peaks can be extracted by plotting the data normalized by peak height.

-30 -20 -10 0 10 20 30

0

0.5

1

-30 -20 -10 0 10 20 30

0

0.5

1

Figure C.2: A comparison between the 1D solution (IV.39a) (dotted black lines) and the 2D

asymptotic solution (IV.12a) (solid blue lines) with data normalized to the respective

peaks. Just as with Figure IV.8, the data were generated with A = 10 and B = 1.

Note that the 1D solution in Figure C.2 has nontrivial features that extend farther in

the x-direction (i.e., has a larger breadth) than that of the 2D solution, as described and

justified in Section IV.4.1. This difference is further demonstrated in the regions away from

x/t = 0 by normalizing both data sets. The finer structure of the 2D-KRK solution in

Figure IV.8 are lost because of the the difference in amplitudes between the 1D and 2D
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solutions.

C.2. Appendix: 2D-CMH: Analysis

C.2.1 Fourier Series Solution (FSS)

The FSS for (IV.22) is found using standard methods [21] subject to the following initial

conditions:

h(x, z, 0) = H0δ(x)δ(z),
∂h

∂t
(x, z, 0) = U0δ(x)δ(z). (C.22)

Over the finite domains of x ∈ [−Lx,Lx] and z ∈ [−Lz,Lz ], the FSS is

FSS(x, z, t) =
∞∑

j=−∞

∞∑
g=−∞

fj,g(t)e
ikjxeikgz, kj =

jπ

Lx
, kg =

gπ

Lz
, (C.23a)

fj,g = e−
η
2 t
( 1

4LxLz

)(
H0 cos

(
η
√

3
2 t

)
+ 2ψ

η
sin
(
η
√

3
2 t

))
, (C.23b)

ψ =
1√
3

(
(A+ U0) +

1
2ηH0)

)
, η = (k2

j + k2
g). (C.23c)

C.2.2 Long-time asymptotic behavior of θ integral in (IV.24)

C.2.2.1 Phase Function and Saddle Points for Method Of Steepest Descent

The integral in θ from IV.24 is evaluated asymptotically using the method of steepest

descent as t→∞. To do so, we first rewrite the integral in terms of a phase function Φ,

so

Iθ =
2π∫
0

eiΦtdθ, Φ = (cos(θ)Vx + sin(θ)Vz) ξ. (C.24)

According to the method, derivatives of Φ(θ) are taken to find relevant saddle points.

dΦ
dθ

= (− sin(θ)Vx + cos(θ)Vz) ξ, (C.25)
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d2Φ
dθ2 = − (cos(θ)Vx + sin(θ)Vz) ξ, (C.26)

We observe that Φ(θ) has relevant 2nd order saddle points, θs, where the first derivative is

zero and the second derivative is non-zero. These points are defined as

θs = arctan
(
Vz
Vx

)
+ nπ. (C.27)

Note that, for integers m = 1, 2, 3, ..., the odd derivatives, 2m− 1, are zero at θ = θs and

the signs of the even derivatives alternate as (−1)m (cos(θs)Vx + sin(θs)Vz). According

to the method of steepest descent, the asymptotic behavior of the integral (C.24) will

be dominated by the region near the saddle point. To this end, the phase function Φ is

linearized near the saddle point as

Φθs = Φ(θs)

( ∞∑
n=0

(−1)n

(2n)! (θ− θs)
2n
)

. (C.28)

In (C.28), note that Φθs denotes the Taylor series expansion of Φ near the saddle point,

and Φ(n)(θs) denotes the nth derivative of Φ evaluated at the saddle point. Dropping the

higher orders of (θ− θs), we are left with

Φθs ∼ Φ(θs)

(
1− 1

2 (θ− θs)
2 +O

[
(θ− θs)4

])
as θ → θs, (C.29)

which is sufficient to extract the leading order behavior of the integral (C.24) in what

follows.

C.2.2.2 Integration contours for θ integral in solution of 2D-CMH prob-

lem

The following is typical of the contours which are established to evaluate (C.24) and the

analysis thereof. The specific layout of the phase space depends on the signs and values of
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Vx and Vz. The following analysis assumes that the saddle points, θs do not lie on the ends

of the integration contour. The case where they do is provided in Supplemental Material

Section C.4.3.1.

Figure C.3: Contours of constant Re[iΦ] as a function of Re[θ] and Im[θ] from (C.24). The integral

of interest is marked with a dotted line running between θ = 0 and θ = 2π. Saddle

points at θs = arctan (Vz/Vx) + nπ are marked with (•). Three closed contours are

established which each contain a portion of the integral of interest. Each saddle point

is at the maximum value of the contour, with each contour closing as Im[θ]→ ±∞

which equates to Re[iΦ]→ −∞. Each contour will be generalized as three triangles

in Figure C.4.

For the following analysis, the contours are generalized to be three triangles as shown

below.

Because there are no poles (enclosed or otherwise), the closed contours in Figures C.4 lead
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Figure C.4: Simplified schematic of the contours in Figure C.3. The integration contour for (C.24)

is given by the sub-contours IAA , IBA , and ICA . The remaining sub-contours serve

to form three closed contours, A, B, and C. The points θS1 and θS2 are two saddle

points which lie on the integration contour. Note that two saddles will always lie on

the θ contour if Vz/Vx 6= 0 as per (C.27).

to the following equations:

0 =
∮
A
= IAA + IAB + IAC , (C.30a)

0 =
∮
B
= IBA + IBB + IBC , (C.30b)

0 =
∮
C
= ICA + ICB + ICC , (C.30c)

which can be rearranged as

IAA = −IAB −IAC , (C.31a)

IBA = −IBB −IBC , (C.31b)

ICA = −ICB −ICC . (C.31c)
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As we are considering the cases where a saddle point does not lie at 0 or 2π (the limits of

integration for (C.24)), it is observed that contours without saddle points are asymptotically

subdominant to those with saddle points as t goes off to infinity. The equations can be

written as

IAA ∼ −IAB as t→∞, (C.32a)

IBA = −IBB −IBC , (C.32b)

ICA ∼ −ICC as t→∞. (C.32c)

The total integral in θ can therefore be written asymptotically as

Iθ ∼ −IAB −IBB −IBC −ICC as t→∞. (C.33)

The integral along a sub-contour (IAB , IBC , IBB , or ICC ), denoted here as
∫
S , can be

written in terms of the radial distance r and angle γ relative to a saddle point. This is done

by letting θ = θs + reiγ , dθ = eiγdr. Fundamentally, each sub-integral can be broken up

into two regions, the region near the saddle point, and the rest of the path.

Along a sub-contour, the region near the saddle point is asymptotically dominant over

the rest of the path though integration by parts. Additionally, when looking near the

saddle point, Φ can be linearized using (C.29). Then, the upper bound of integration can

be increased to infinity, accruing only asymptotically subdomninant terms [34]. In the

conversion to radial coordinates, the angle γ is the angle of approach or departure of the

steepest contours through the saddle point; the steepest paths are perpendicular to the

contours of constant Re[iΦ] in the complex θ plane. The values of γ are chosen such that

the integrand takes the form of e−r2
dr. Using “±” to denote that the sign depends on the
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particular sub-contour being examined,

∫
S

∼ ±eiΦ(θs)t+iγ
∫ ∞

0
e−

Φ(θs)
2 r2tdr as t→∞, (C.34)

which evaluates to ∫
S

∼ ±eiΦ(θs)t+iγ

√
π

2Φ(θs)t
as t→∞. (C.35)

Applying the method to each sub-contour in (C.33), the overall integral in θ is expressed

asymptotically as

Iθ ∼ 2 cos
(
ξV̂ t− π

4

)√2π
V̂ t

as t→∞, (C.36)

where

V̂ =
√
V 2
x + V 2

z . (C.37)

Note that when the saddle points lie on the ends of the integration contour, the solution is

equivalent (Supplemental Material Section C.4.3.1).

C.2.3 Criterion for agreement between asymptotic and FSS solution

As mentioned at the end of Section IV.3, the judgment of when Φ is sufficiently large

for the FSS (Appendix C.2.1) and asymptotic solution (IV.38) to agree is made based on

Figure C.5. Here, one can observe that for Φ ≥ 11.4, indicated in Figure C.5, the magnitude

of the error is less than A/(600
√

3) ≈ 0.01 (1% of the peak height given by (IV.38b)).
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Figure C.5: The difference between the asymptotic solution (IV.38) and the FSS (Appendix C.2.1)

versus Φ. The blue dashed lines denote where the difference between the two solutions

is equal to ±1% of the exact peak height in (IV.38b). A vertical red line marks the

value of Φ = 11.4 above which the error is between the marked bounds. The black

dotted line marks the Φ axis.

C.3. Supplemental Material: 2D-KRK: Analysis

C.3.1 Evaluating h for initial height disturbance

Equation (C.8) is transcribed below for completeness.

h = H0

∞∫
−∞

∞∫
−∞

((
ψ+ η

η

)(
eiηt − e−iηt

2

)
+ e−iηt

)
e−iψteikxVxteikzVztdkzdkx,

ψ = cxkx + czkz, η = k2
x + k2

z , Vx =
x

t
, Vz =

z

t
. (C.38)
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Equation (C.38) is broken up as

h(x, z, t) = H0
4π2 (A+ B+ C), (C.39)

A =

∞∫
−∞

∞∫
−∞

e−iψt

 iψ(eiηt − e−iηt)
2iη

eikxxeikzzdkzdkx, (C.40)

B =

∞∫
−∞

∞∫
−∞

e−iψt

 iη(eiηt − e−iηt)
2iη

eikxxeikzzdkzdkx, (C.41)

C =
∞∫
−∞

∞∫
−∞

e−iψt

e−iηt
eikxxeikzzdkzdkx, (C.42)

ψ = cxkx + czkz, η = k2
x + k2

z . (C.43)

C.3.1.1 Solution to A (sub-integral of h)

The integral I is established such that

I =
−1
t

∞∫
−∞

∞∫
−∞

e−iγψt

sin(ηt)
η

eikxxeikzzdkzdkx, (C.44)

∂I
∂γ

∣∣∣∣
γ=1

= A. (C.45)

Another parameter, α, is introduced into (C.44) such that

Î =
−1
t

∞∫
−∞

∞∫
−∞

e−iγψt

sin(αηt)
η

eikxxeikzzdkzdkx, (C.46)

Î
∣∣∣
α=0

= 0, Î
∣∣∣
α=1

= I. (C.47)

The derivative is taken with respect to α,

∂Î
∂α

= −
∞∫
−∞

∞∫
−∞

e−iγψt

 cos(αηt)

eikxxeikzzdkzdkx. (C.48)

Through the same steps as laid out for ∂h/∂ξ in Section IV.2.4, we find that

∂Î
∂α

=
−π
αBt

sin
(

t

4αB
(
V̂γ
))

,
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V̂γ = (Vx − γcx)2 + (Vz − γcz)2. (C.49)

Integrating in α yields

I =
π

Bt


V̄γ t

4B∫
0

1
u

sin(u)dv− π

2

 , (C.50)

and differentiating in γ yields,

∂I
∂γ

= −
(
cx(Vx − γcx) + cz(Vz − γcz)

) 2π
V̄γBt

sin
(
V̄γt

4B

)
. (C.51)

From the construction of I in (C.45),

A = −
(
cx(Vx − cx) + cz(Vz − cz)

) 2π
V̄ Bt

sin
(
V̄ t

4B

)
(C.52)

C.3.1.2 Solution to B (sub-integral of h)

Equation (C.41) is rearranged into the form

B =
1
2

∞∫
−∞

e(iBk
2
x+i(Vx−cx)kx)t

∞∫
−∞

e(iBk
2
z+i(Vz−cz)kz)tdkzdkx

− 1
2

∞∫
−∞

e(−iBk
2
x+i(Vx−cx)kx)t

∞∫
−∞

e(−iBk
2
z+i(Vz−cz)kz)tdkzdkx (C.53)

Combined with (IV.10b) and (IV.10c, it is shown in Section C.3.4 that

Q =

∞∫
−∞

e(iξBk
2
z+i(

z
t
−cz)kz)t

 ∞∫
−∞

e(iξBk
2
x+i(

x
t
−cx)kx)tdkx

 dkz = iπ

ξBt
e

(
−it
4ξB ((cx−Vx)

2+(cz−Vz)2)
)

,

(C.54)

W =

∞∫
−∞

e(−iξBk
2
z+i(

z
t
−cz)kz)t

 ∞∫
−∞

e(−iξBk
2
x+i(

x
t
−cx)kx)tdkx

 dkz = −iπ
ξBt

e

(
it

4ξB ((Vx−cx)
2+(Vz−cz)2)

)
.

(C.55)

Therefore,

B =
iπ

Bt
cos

(
t

4B ((Vx − cx)2 + (Vz − cz)2)

)
. (C.56)
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C.3.1.3 Solution to C (sub-integral of h)

Using results in Section C.3.4 to follow and combining with (IV.10b), we obtain

W =

∞∫
−∞

e(−iξBk
2
z+i(

z
t
−cz)kz)tdkz

∞∫
−∞

e(−iξBk
2
x+i(

x
t
−cx)kx)tdkx

=
−iπ
ξBt

e

(
it

4ξB ((Vx−cx)
2+(Vz−cz)2)

)
, (C.57)

C = −iπ
Bt

e

(
it

4B ((Vx−cx)
2+(Vz−cz)2)

)
. (C.58)

C.3.1.4 Assembling sub-integrals to obtain the solution to h

Substituting the results from Sections C.3.1.1, C.3.1.2, and C.3.1.3 into C.39 yields

h(x, z, t) = H0
4π2

(
−
(
cx(Vx − cx) + cz(Vz − cz)

) 2π
V̄ Bt

sin
(
V̄ t

4B

)

+
iπ

Bt
cos

(
t

4B ((Vx − cx)2 + (Vz − cz)2)

)
+
−iπ
Bt

e

(
it

4B ((Vx−cx)
2+(Vz−cz)2)

))
, (C.59)

which can be rearranged into the form found in (C.9) in the appendix, transcribed below

for completeness

h(x, z, t) = H0
4Btπ

1− 2cx(Vx − cx) + cz(Vz − cz)
V̂

 sin
(
V̂ t

4B

)
,

V̂ =
√
(Vx − cx)2 + (Vz − cz)2. (C.60)

C.3.2 Development of Fourier inversion integral for 2D-KRK opera-

tor

Taking the Fourier transforms in x and z of the 2D-KRK operator (IV.4) yields a second

order ordinary differential equation of the Fourier transformed variable, ˆ̂hxz(t).

ˆ̂hxz =
A

η
e−iψt

(
eiηt − e−iηt

2i

)
, ψ = cxkx + czkz, η = B(k2

x + k2
z), (C.61)
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ˆ̂hxz(0) = 0, d ˆ̂hxz
dt

(0) = 0, (C.62)

ψ = cxkx + czkz, η = B(k2
x + k2

z). (C.63)

Note that, in this construction, ψ and η are always real and η is non-negative. The

inverse Fourier transforms (in x and z) are reproduced here from the main text (IV.6) for

completeness:

h(x, z, t) = 1
4π2

∞∫
−∞

∞∫
−∞

ˆ̂hxzeikxxeikzzdkzdkx, (C.64)

h(x, z, t) = A

4π2

∞∫
−∞

∞∫
−∞

e−iψt
(sin(ηt)

η

)
eikxxeikzzdkzdkx η = B(k2

x + k2
z). (C.65)

C.3.3 Evaluating inversion integral through the introduction of ξ

The variable ξ is introduced to create the function h̃(x, z, t, ξ) such that

h̃(x, z, t, 0) = 0, h̃(x, z, t, 1) = h(x, z, t), (C.66)

h̃(x, z, t, ξ) = A

4π2

∞∫
−∞

∞∫
−∞

e−iψt
(sin(ξηt)

η

)
eikxxeikzzdkzdkx. (C.67)

The derivative is taken with respect to ξ,

∂h̃

∂ξ
=

At

4π2

∞∫
−∞

∞∫
−∞

e−iψt cos(ξB(k2
x + k2

z)t)e
ikxxeikzzdkzdkx, (C.68)

and thus, in accordance with (C.66), we have

h(x, z, t) =
1∫

0

∂h̃

∂ξ
dξ. (C.69)

The function ∂h̃/∂ξ is evaluated as described in Appendix C.1.2 resulting in the follow-

ing:

∂h̃

∂ξ
=

A

4ξBπ sin
(

t

4ξB
(
(Vx − cx)2 + (Vz − cz)2

))
. (C.70)
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Through (C.69), we obtain

h(x, z, t) =
1∫

0

A

4ξBπ sin
(

t

4ξB
(
(Vx − cx)2 + (Vz − cz)2

))
dξ, (C.71)

which can be rearranged to

h(x, z, t) = A

4Bπ

π2 −
V̂ t
4B∫
0

1
u

sin(u)du

 ,

V̂ =
√
(Vx − cx)2 + (Vz − cz)2. (C.72)

Note that, when (C.72) is written in terms of Φ = V̂ 2t, the result is (IV.12a).

C.3.4 Evaluation of Q and W integrals

According to (C.10), the Q and W integrals consist of the product of an integral in x and

an integral in z. Each sub-integral is handled separately in the following sections.

C.3.4.1 Evaluation of Qx sub-integral

Working from the analysis in C.1.2, the integrals in the following expression

Qx = lim
R→∞

− ∫
C2

eiΦtdkx −
∫
C3a

eiΦtdkx −
∫
C4

eiΦtdkx −
∫
C3b

eiΦtdkx

 (C.73)

need to be evaluated. Because the angles depicted in Figure C.1 are limited to be in the

intervals

γ1 ∈
[
0, π2

]
, γ2 ∈

[
π, 3π

2

]
, (C.74)

the integral along contours C2 and C4 go to zero as R goes to infinity as Jordan arcs.

The process for evaluating the two remaining contours is the same for both C3a and C3b

(differing only in the direction of integration and value of γ). Therefore, only the evaluation
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along C3a will be transcribed below. The integrand is rotated and shifted through the

substitution of k = ks + reiγ , dk = eiγdr to yield

∫
C3a

eiΦtdkx =

0∫
∞

e

(
−i (cx−Vx)

2
4ξB

)
t
e(iξBr

2e2iγ1)teiγ1dr. (C.75)

The value of γ1 in (C.74) is chosen to be π/4, to obtain

∫
C3a

eiΦtdkx = −ei
π
4 e

(
−i (cx−Vx)

2
4ξB

)
t
∞∫

0

e(−ξBr
2)tdr, (C.76)

∫
C3a

eiΦtdkx = −
1
2e

iπ4 e

(
−i (cx−Vx)

2
4ξB

)
t
√

π

ξBt
. (C.77)

Applying the same process to the other contour yields

Qx = ei
π
4 e

(
−i (cx−Vx)

2
4ξB

)
t
√

π

ξBt
. (C.78)

C.3.4.2 Evaluation of Qz sub-integral

The structure of the integral Qz is identical to that of Qx with z instead of x. There-

fore,

Qz = ei
π
4 e

(
−i (cz−Vz )

2
4ξB

)
t
√

π

ξBt
. (C.79)

C.3.4.3 Evaluation of Wx sub-integral

The sub-integral Wx is

Wx =

∞∫
−∞

e(−iξBk
2
x+i(

x
t
−cz)kx)tdkx. (C.80)

The integrand of (C.80) is expressed in the following form,

Wx =

∞∫
−∞

ei(Φ(kx))tdkx (C.81)
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where

Φ = −ξBk2
x + (Vx − cx)kx, Vx =

x

t
. (C.82)

The derivatives of Φ are

dΦ
dkx

= −2ξBkx + (Vx − cx), (C.83)

d2Φ
dk2

x

= −2ξB. (C.84)

The function Φ has a second order saddle point, ks, at

ks =
(Vx − cx)

2ξB , Vx =
x

t
. (C.85)

Note that, for any velocity ray, the saddle point is purely real. A typical integration contour

takes the form of Figure C.6 centered on the saddle point ks.

Figure C.6: Integration path for Wx. Note that, through equation (C.85) the saddle point ks

always lies on the real axis.

Because there are no poles enclosed in either contour, the following must be true from
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Cauchy’s theorem:

0 =
∫
C1a

eiΦtdkx +
∫
C3a

eiΦtdkx +
∫
C4

eiΦtdkx, (C.86)

0 =
∫
C1b

eiΦtdkx +
∫
C2

eiΦtdkx +
∫
C3b

eiΦtdkx. (C.87)

Additionally,

Wx = lim
R→∞

 ∫
C1a

eiΦtdkx +
∫
C1b

eiΦtdkx

 . (C.88)

Therefore, Wx can be evaluated as

Wx = lim
R→∞

− ∫
C2

eiΦtdkx −
∫
C3a

eiΦtdkx −
∫
C2

eiΦtdkx −
∫
C3b

eiΦtdkx

 . (C.89)

The evaluation of (C.89) is done with the same process as applied in Section C.3.4.1, except

that the angles γ1 and γ2 in Figure C.6 lie in the ranges of

γ1 ∈
[
π

2 ,π
]

, γ2 ∈
[3π

2 , 2π
]

. (C.90)

Applying the same method as for Qx, the integrals evaluate to

Wx = −ei
3π
4 e

i
(Vx−cx)2

4ξB t
√

π

ξBt
. (C.91)

C.3.4.4 Evaluation of Wz sub-integral

The structure of the integral Wz is identical to that of Wx with z instead of x. There-

fore,

Wz = −ei
3π
4 e

i
(Vz−cz )2

4ξB t
√

π

ξBt
. (C.92)
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C.4. Supplemental Material: 2D-CMH: Analysis

C.4.1 The effect of initial conditions on the stability of 2D-CMH solu-

tions

Following the same steps as in Section C.4.2, the following is obtained for the solution

to (IV.22) in the algebraic domain (the inverse Laplace transform is not necessary for this

step),

Ĥ =
(A+ U0) + sH0 + ηH0

s2 + ηs+ η2 , η = k2
x + k2

z . (C.93)

Note that the forcing amplitude A and the initial height disturbance U0 have the exact

same effect.

C.4.2 Development of the Fourier Inversion Integral for 2D-CMH opera-

tor

Taking Fourier transforms in x and z are taken of the 2D-CMH operator (IV.22) yields a

second order ordinary differential equation of the Fourier transformed variable, ˆ̂hxz(t).

d2 ˆ̂hxz
dt2

+

(
η+B

)
d ˆ̂hxz
dt

+

(
η2 +B2

)
ˆ̂hxz = Aδ(t). (C.94)

ˆ̂hxz(0) = 0, d ˆ̂hxz
dt

(0) = 0, η = k2
x + k2

z . (C.95)

Note that, in this construction, η is always real and non-negative.

Equation (C.94) is evaluated through a Laplace transform to yield the Fourier inversion

integrals:

h(x, z, t) = A

2π2
√

3

∞∫
−∞

∞∫
−∞

(
e−

η
2 t
)sin

(
η
2
√

3t
)

η
eikxVxteikzVztdkzdkx,
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η = k2
x + k2

z , Vx =
x

t
, Vz =

z

t
. (C.96)

C.4.3 Transformation of inversion integral into polar coordinates

Equation (C.96) is converted into polar coordinates using the following definitions:

ξ =
√
k2
x + k2

z , kx = ξ cos(θ), kz = ξ sin(θ), dkxdkz = ξdξdθ. (C.97)

Letting B = cos(θ)Vx + sin(θ)Vz gives us

h(x, z, t) = A

2π2
√

3

∞∫
0

sin
(√

3
2 ξ

2t
)

ξ
e−

ξ2
2 t

 2π∫
0

eiBξtdθ

 dξ. (C.98)

Once the equation is in this form, the inner integral in θ can be evaluated followed by that

of the outer integral in ξ.

C.4.3.1 Evaluation of θ integral for the special case of Vz/Vx = 0

In order for the saddle points (C.27) to lie on the ends of the integration contour, Vz/Vx = 0.

This is the case when either Vz is zero and Vx is non-zero or when Vx goes to infinity for

finite Vz. Note here that, in this limit, the term V̂ =
√
V 2
x + V 2

z is equivalent to Vx.

For the following analysis, the contours are represented schematically as two triangles as

shown below.

Because there are no poles in or on the contours, each closed contour A and B can be

written as

0 = IAA + IAB + IAC , (C.99)

0 = IBA + IBB + IBC . (C.100)
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Figure C.7: Re[iΦ] vs Re[θ] and Im[θ]. The integral of interest is marked with a dotted line

running between θ = 0 and θ = 2π. Saddle points at θs = 0,π, 2π are marked with

(•). Two closed contours are established which each contain a portion of the integral

of interest. Each saddle point is at the maximum value of the contour, with each

contour closing as Im[θ]→ ±∞ which equates to Re[iΦ]→ −∞. Each contour will

be generalized as two triangles in Figure C.8.

Unlike the case in C.2.2, none of the contours can be neglected as time gets large. The

integral Iθ can be evaluated as

Iθ ∼ −IAB −IAC −IBB −IBC as t→∞. (C.101)

Equation (C.101) is evaluated through the same method as (C.33). Doing so yields

Iθ ∼ 2

 cos
(
Vxξt−

π

4

)√ 2π
Vxξt

, (C.102)

which is equivalent to (IV.25).
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Figure C.8: Simplified schematic of Figure C.7. The integration contour for equation (C.24) is

given by the sub-contours IAA , IBA . The remaining sub-contours serve to form two

closed contours, A and B. The points θS1 , θS2 , and θs3 are three saddle points

which lie on the integration contour. Note that the saddles lie at θ = (0,π, 2π) when

Vz/Vx = 0 as per equation (C.27) .

C.4.3.2 Conversion of ξ integral into alternative integral J for evaluation

From (IV.27), we have

h

∣∣∣∣
V̂ 6=0
∼ A

2π2
√

3

∞∫
0

sin
(√

3
2 ξ

2t
)

ξ
e−

ξ2
2 t

(
2 cos

(
ξV̂ t− π

4

)√ 2π
V̂ ξt

)
dξ as t→∞,

(C.103)

where V̂ =
√
V 2
x + V 2

z . Let U = ξ2t, dU = 2ξtdξ, and thus

h

∣∣∣∣
V̂ 6=0
∼
(
(2π)

1
2

V̂
1
2 t

1
4

) ∞∫
0

sin
(√

3
2 U

)
U

5
4

e−
U
2 cos

(
V̂ (Ut)

1
2 − π

4

)
dU as t→∞. (C.104)

171



Spatiotemporal stability

Rewriting the cosine as the real part of a complex exponential, we obtain

h

∣∣∣∣
V̂ 6=0
∼
(
(2π)

1
2

V̂
1
2 t

1
4

) ∞∫
0

sin
(√

3
2 U

)
U

5
4

e−
U
2 Real

e
(
iV̂ (Ut)

1
2− iπ4

)dU as t→∞, (C.105)

which can be rearranged as

h

∣∣∣∣
V̂ 6=0
∼
(
(2π)

1
2

V̂
1
2 t

1
4

)
Real

e(−iπ4 ) ∞∫
0

sin
(√

3
2 U

)
U

5
4

e−
U
2 e

(
iV̂ (Ut)

1
2
)
dU

 as t→∞. (C.106)

The result is (IV.31) and (IV.32), and is transcribed below for completeness.

h

∣∣∣∣
V̂ 6=0
∼ A

2π2
√

3

(
(2π)

1
2

V̂
1
2 t

1
4

)
Real

e(−iπ4 )J(V̂ , t)

 as t→∞, (C.107)

J(V̂ , t) =
∞∫

0

sin
(√

3
2 U

)
U

5
4

e−
U
2 e

(
iV̂ (Ut)

1
2
)
dU . (C.108)

C.4.3.3 Evaluation of integral J

Starting from (C.108), we complexify the sine and separate it into two integrals, J1 and J2,

according to (IV.33), but transcribed here for reference,

J1 =

∞∫
0

sin
(√

3
2 W

2
)

W
3
2

e−
W2

2 cos(WS)dW , (C.109)

J2 =

∞∫
0

sin
(√

3
2 W

2
)

W
3
2

e−
W2

2 sin(WS)dW , (C.110)

where W =
√
U and S =

√
V̂ 2t. In order to evalute (C.109), it is first differentiated with

respect to S, complexified, and broken into two integrals

dJ1
dS

= − (I1 −I2)

2i , (C.111)

I1 =

∞∫
0

e
i

(√
3

2 W 2
)

W
1
2

e−
W2

2 sin(WS)dW , (C.112)
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I2 =

∞∫
0

e
−i
(√

3
2 W 2

)
W

1
2

e−
W2

2 sin(WS)dW . (C.113)

From WolframAlpha [42]

I1 =
πS

1
2 e
− S2

8A1 I 1
4

(
S2

8A1

)
2
√

2A1
, (C.114)

I2 =
πS

1
2 e
− S2

8A2 I 1
4

(
S2

8A2

)
2
√

2A2
, (C.115)

where

A1 =
1
2 − i

√
3

2 , A2 =
1
2 + i

√
3

2 . (C.116)

Therefore,

dJ1
dS

= − πS
1
2

4i
√

2

e
− S2

8A1 I 1
4

(
S2

8A1

)
√
A1

−
e
− S2

8A2 I 1
4

(
S2

8A2

)
√
A2

 . (C.117)

The solution J1 can be extracted from (C.117) by integration as

J1 =

S∫
∞

dJ1
dS

∣∣∣∣
S=Ω

dΩ. (C.118)

Note that, in order to evaluate this integral, the modified Bessel functions of the first kind

are replaced with their asymptotic expansions for large arguments given by (IV.34). The

resulting integrand is then integrated by parts to yield the asymptotic behavior of J1 at

large S. In order to evaluate (C.110), it is compexified and broken into two integrals

J2 =
J21 − J22

2i (C.119)

J21 =

∞∫
0

e

(
i
√

3
2 W 2

)
W

3
2

e−
W2

2 sin(WS)dW , (C.120)

J22 =

∞∫
0

e
−
(
i
√

3
2 W 2

)
W

3
2

e−
W2

2 sin(WS)dW . (C.121)
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From WolframAlpha [43],

∞∫
0

ξ−
3
2 e−Aξ

2 sin(Bξ)dξ =
πB

3
2 e−

B2
8A
(
I− 1

4

(
B2

8A

)
+ I 3

4

(
B2

8A

))
2
√

2A
. (C.122)

As before, we write

A1 =
1
2 − i

√
3

2 , A2 =
1
2 + i

√
3

2 . (C.123)

The solutions to (C.120) and (C.121) are

J21 =
πS

3
2 e
− S2

8A1
(
I− 1

4

(
S2

8A1

)
+ I 3

4

(
S2

8A1

))
2
√

2A1
, (C.124)

J22 =
πS

3
2 e
− S2

8A2
(
I− 1

4

(
S2

8A2

)
+ I 3

4

(
S2

8A2

))
2
√

2A2
. (C.125)

Equations (C.124) and (C.125) are combined in (C.119) to yield

J2 =
πS

3
2

4i
√

2

e
− S2

8A1
(
I− 1

4

(
S2

8A1

)
+ I 3

4

(
S2

8A1

))
√
A1

−
e
− S2

8A2
(
I− 1

4

(
S2

8A2

)
+ I 3

4

(
S2

8A2

))
√
A2

 .

(C.126)

C.4.3.4 Cancellation of leading order terms of Bessel expansion in evaluation

of J integral

Equations (C.118) and (C.126) are evaluated using just the leading order terms of the

Bessel expansion (IV.34) leading to the following result

J ∼ 2√
2π

C1S
− 3

2 +C2S
− 7

2 +C3S
− 15

2

 as S →∞. (C.127)

The solution J is written in terms of the aggregate constants

C1 =

√
2

3 bF1 + ib(F1 + G1), (C.128)

C2 = −2
√

2
7 bF2 − 2iab(F2 + G2), (C.129)
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C3 = −4
√

2
15 (a3b− ab3)F4 − i(4a3b− 4ab3)(F4 + G4), (C.130)

a =
1
2, b =

√
3

2 , (C.131)

where the coefficients Fn and Gn are defined recursively as:

F1 = (
1
4 − 1), F2 = F1

( 1
4 − 9)

2 , F3 = F2
( 1

4 − 25)
3 , F4 = F3

( 1
4 − 49)

4 , (C.132)

G1 = (
9
4 − 1), G2 = G1

( 9
4 − 9)

2 , G3 = G2
( 9

4 − 25)
3 , G4 = G3

( 9
4 − 49)

4 . (C.133)

As a note, the terms which contained just F3 and G3 cancel out exactly. As stated

in IV.36,

Real
[
e−i

π
4C1

]
= Real

[
e−i

π
4C2

]
= Real

[
e−i

π
4C3

]
= 0. (C.134)

Therefore, we can conclude that Real[e−i
π
4 J ] = 0 if only the leading order terms are

considered.

C.4.3.5 Relevant terms of Bessel expansion to evaluate of J integral

Equations (C.118) and (C.126) are evaluated using just the sub-dominant terms of the

Bessel expansion (IV.34), and substituted into (IV.33) to yield

J ∼

√
2πei

π
4

 sin
(√

3
8 S2

)
+
√

3 cos
(√

3
8 S2

)
− i cos

(√
3

8 S2
)
+ i
√

3 sin
(√

3
8 S2

)S− 3
2 e−

S2
8

+O

(
S−

5
2 e−

S2
8

)
as S →∞, (C.135)

where S =
√
V̂ 2t and V̂ =

√
V 2
x + V 2

z .
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