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An Empirical Study of Offensive Language in Online

Interactions

by

Diptanu Sarkar

Abstract

In the past decade, usage of social media platforms has increased significantly.
People use these platforms to connect with friends and family, share infor-
mation, news and opinions. Platforms such as Facebook, Twitter are often
used to propagate offensive and hateful content online. The open nature and
anonymity of the internet fuels aggressive and inflamed conversations. The
companies and federal institutions are striving to make social media cleaner,
welcoming and unbiased. In this study, we first explore the underlying top-
ics in popular offensive language datasets using statistical and neural topic
modeling. The current state-of-the-art models for aggression detection only
present a toxicity score based on the entire post. Content moderators often
have to deal with lengthy texts without any word-level indicators. We propose
a neural transformer approach for detecting the tokens that make a particular
post aggressive. The pre-trained BERT model has achieved state-of-the-art
results in various natural language processing tasks. However, the model is
trained on general-purpose corpora and lacks aggressive social media linguistic
features. We propose fBERT, a retrained BERT model with over 1.4 million of-
fensive tweets from the SOLID dataset. We demonstrate the effectiveness and
portability of fBERT over BERT in various shared offensive language detec-
tion tasks. We further propose a new multi-task aggression detection (MAD)
framework for post and token-level aggression detection using neural trans-
formers. The experiments confirm the effectiveness of the multi-task learning
model over individual models; particularly when the number of training data
is limited.

WARNING: Due to the nature of the work, this report contains words and texts that
are offensive or hateful.
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Chapter 1

Introduction

In the last decade, social media has become a significant component of human
life. Social media platforms, blogs provide a stage for free speech and express
opinions openly. Social media platforms such as Facebook, Twitter, Reddit
has billions of organic users. These platforms enable users to be connected
to friends and family and share news as well. Information and opinions on
these platforms can spread rapidly and can reach millions of users in minutes.
Platforms such as LinkedIn help professionals to grow their network and find
new job opportunities. While some people use social media to make their
living, social media has become an integral part of our life.

The open nature of platforms provides users the voice to convey their
opinions. However, often those discussions turn toxic, damaging the sanity
of social media platforms. The concept of anonymity on the internet further
fuels aggressive and hateful behavior. These platforms are used to drive tar-
geted hatred, propagate biases and polarize a large number of users. Online
abusive and inflamed content, posts, comments can be against gender, race,
religion, sexual orientation, nationality. There’s an ongoing debate on free
speech and social media company-designated regulations, where the latter can
be discriminatory. Facebook has recently admitted that the platform was ac-
tively used to incite violence against the Rohingya minority in Myanmar [6].
Sri Lanka banned social media due to an increase in anti-Muslim sentiments
after a terrorist attack [102]. Social media companies are now being scruti-
nized by regulators around the world [49]. According to a study, targets of
hate speech on Twitter are primarily people’s race and behavior [96].

1



CHAPTER 1. INTRODUCTION 2

In the last decade, the safety and sanity issues of social media platforms
have increased. The companies and government institutes are trying to keep
online interactions safe, secure, and welcoming to everyone. Human modera-
tion on these social media platforms does not scale as there are over millions of
posts every day. Lexicon-based approaches to flag offensive contents are inad-
equate to solve the problem at scale. These approaches can not discriminate
between profanity, hate speech, cyberbullying, sarcasm. All profane content
need not be offensive or aggressive, rather used to express concern [63]. There
are state-of-the-art models based on discriminatory approaches to detect and
flag offensive posts on online content [27, 63, 69].

Data exploration aids the understanding of any possible relations, patterns,
anomalies of the data. We choose three commonly used datasets in hate speech
and offensive language domain – offensive language identification dataset [111],
hate speech against immigrants and women [5], hate speech and offensive
language twitter dataset [27]. Topic modeling is an unsupervised statistical
method to discover general topics that occur in a set of documents. In the
first exploratory study, we use statistical and neural topic modeling to extract
underlying topics that appear in the datasets. Furthermore, we compare the
dataset features derived by unsupervised and supervised techniques.

1.1 Motivation

Past studies have presented various state-of-the-art approaches for detect-
ing offensive language in online interactions. In studies [63, 105], the re-
searchers note that n-gram based features are beneficial for building reliable
automated hate speech detection models. Lately, pre-trained bidirectional
transformer models outperformed previous state-of-the-art Long Short-Term
Memory (LSTM) [42] and Gated Recurrent Unit (GRU) [22] models on hate
speech and offensive content detection problems [59, 83]. While we have var-
ious state-of-the-art post or document-level aggression detection models, the
problem of word or token-level toxicity detection is understudied. Human
moderators can benefit from word-level indicators while reviewing flagged so-
cial media content. Fine-grained aggression detection will provide a more in-
terpretable recourse to the moderators and save time. However, the problem

NOTE: We use the terms offensive and aggressive interchangeably.



CHAPTER 1. INTRODUCTION 3

is challenging as profanity does not always indicate toxicity, and understand-
ing context is crucial to detect token-level aggression. Furthermore, attaining
consensus among annotators is difficult due to the subjective nature of the
task, and varies across background, culture, nationality, political motivations
of the annotators. We propose an efficient token-level aggression detection
model using neural transformers using the toxic Spans Detection dataset [73].

Pre-trained language models have performed quite efficiently in several
Natural Language Processing (NLP) tasks. The Bidirectional Encoder Rep-
resentations from Transformers (BERT) [28] network has achieved state-of-
the-art results in language understanding, question answering, named entity
recognition, text classification. Bidirectional transformer models have out-
performed other deep learning models in recent shared offensive language de-
tection challenges [110, 112]. However, the models are generally pre-trained
on general-purpose corpora and lack social media or aggressive language cues.
Retraining language models on task or domain-specific data before fine-tuning
have improved performance over vanilla models [80]. Recently, various studies
proposed domain-specific BERT models – finance [3], legal [18], biomedical
[57], social media [71]. Nonetheless, large-scale pre-trained language models
explicitly for social media offensive language detection are underexplored. In
this study, we present a retrained BERT model, fBERT, adapted to aggression
detection tasks.

Document-level hate speech and offensiveness detection is a well-researched
domain. Mathew et al. [66] noted the lack of explainable hate speech detec-
tion study and released a new benchmark dataset HateXplain, incorporating
various features of hate speech in English. To the best of our knowledge, no
previous studies have explored the problem of both post and token-level ag-
gression detection at the same time. In multi-task learning, the model learns
multiple related tasks simultaneously and shares information among the ob-
jectives. Multi-task learning can also serve as a regularizer and minimizing
the chances of overfitting. In this study, we explore the multi-task learning
approach to predict both document and token-level aggression using trans-
formers. We show that the multi-task learning model achieves better perfor-
mance over individual models when the labeled dataset is scarce. We further
introduce a new robust multi-tasking aggression detection framework (MAD)
for both document and token-level toxicity in social media posts.
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To summarize, the major contributions of the study are –

• A highly performant token-level aggression detection transformer model
to aid human moderators while reviewing flagged content on social me-
dia.

• We introduce fBERT, a new effective retrained BERT adapted to social
media aggression detection.

• The first publicly available multi-task aggression detection (MAD) frame-
work for both post and token-level aggression detection using neural
transformers.

The rest of the paper is organized as follows. Chapter 2 presents previous work
on offensive language and hate speech datasets and classification models. The
dataset exploration findings are discussed in Chapter 3. Chapter 4 presents
the token-level aggression detection challenge. The fBERT pre-trained model
is discussed in Chapter 5. Chapter 6 comprises the architecture of the MAD
framework. Finally, Chapter 7 summarises the conclusion and direction for
future work.



Chapter 2

Related Work

Hate speech and offensive language detection in social media is a well-researched
field of NLP. Previously, there have been several studies examining semantic
and lexical features for detecting hate speech [30, 72]. Some extensive studies
majorly focused on topical issues such as racism [20], cyberbullying [21]. Silva
et al. [96] proposed a large-scale hate target detection methodology using sen-
tence structure characteristics. They also note that most hate speech found
on social media targeted to race, behavior, physical appearance, and sexual
orientation. While unsupervised lexicon-based approaches provide standard
baselines, it completely loses the context of the post or sentence. Hate speech
is specific instances intended to degrade or insult a specific group of people.
An offensive or profane post may not be hate speech. To overcome the prob-
lem, researchers often use manual or crowd-sourced annotated datasets ap-
plying various machine learning techniques [2, 13, 104]. The basic framework
consists of training models on the annotated datasets using various linguistic
features to detect offensive language and hate speech.

2.1 Offensive and Hate Speech Datasets

In the past years, several benchmark offensive and hate speech datasets have
been released. Davidson et al. [27] presented a fine-grained English tweets
dataset containing hate speech, offensive, and neither labels. In [111], the
authors manually annotated an offensive language identification dataset iden-
tifying the type and target. The study introduced a new three-layer hierarchi-

5



CHAPTER 2. RELATED WORK 6

cal annotation scheme – class, categorization, and target of offensive language.
However, the size of the dataset was limited to train large deep learning models.
Rosenthal et al. [91] further extended the dataset in a semi-supervised man-
ner that contains over nine million annotated English tweets. Alongside the
extended English dataset, OffensEval 2020 [112] presented offensive language
detection datasets in Arabic, Danish, Greek, and Turkish using the same hi-
erarchical annotation scheme. A multilingual hate speech dataset specifically
targeted against immigrants and women was released on SemEval 2019 Task 5
(HatEval) [5]. Furthermore, offensive language datasets have been annotated
in other languages such as Arabic [70], Dutch [100], Hindi [65], Bengali [89],
Portuguese [32]. However, most of the existing datasets contain a sentence or
post-level annotation of hate speech or offensiveness.

The toxic spans detection [73] challenge introduced a word-level annotated
dataset collected from the toxic and severely toxic instances of the Civil Com-
ments Dataset [12]. Toxic span was defined as the sequence of words that
make a particular instance toxic. Recently, Mathew et al. [66] released a first
benchmark dataset for explainable hate speech detection covering three pri-
mary areas – classification, targeted community, and the spans that make the
text hateful or offensive. To the best of our knowledge, this is the first dataset
that includes both document and token-level annotation for hate speech de-
tection.

2.2 Models

In an early work, Waseem and Hovy [105] used character n-grams along with
other metadata such as gender, location for hate speech detection on tweets.
Even though combined features perform better, n-gram constitutes a reliable
base to achieve good results. In [27], authors introduced a multi-class logis-
tic regression classifier to detect hate speech and offensive language using n-
grams weighted by term frequency-inverse document frequency. Malmasi and
Zampieri [63] presented the challenge of detecting hate speech and profane
non-hate speech on social media. They applied character and word n-grams,
and word skip-grams as features in a linear SVM classifier. N-gram has proven
to be a robust linguistic feature for automatic hate speech and offensive post
detection.

Recently, various studies have employed deep learning methods along-
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side NLP techniques to achieve good results. Convolutional Neural Networks
(CNN) and LSTM networks are highly used in the newer models [4, 33]. Var-
ious sub-types of offensive language – aggression [52, 53], cyberbullying [90],
and hate speech [87] detection model were also proposed. The focus has also
shifted towards offensive language detection in various languages such as Ara-
bic [1, 70], Danish [95], Greek [75], Turkish [17], and multi-lingual systems
[48, 79, 81, 83]. However, these models can not generalize accurately due to the
limited availability of annotated datasets and the highly subjective nature of
the task. Shared tasks such as OffensEval [110, 112], HatEval 2019 [5], TRAC
[53] presented various challenging tasks related to offensive language and hate
speech detection. However, the tasks are limited to post or document-level
aggression detection and do not provide any token or word-level indication.

While the detection of hate speech and offensive language was studied
extensively, detection of tokens or words that make posts offensive is so far
underexplored. Often human moderators have to go through lengthy posts
to find out offensive or hateful contents. The task of finding toxic part(s) in
social media posts presented in SemEval 2021 Task 5: Toxic Spans Detection
[73]. Recently, Ranasinghe and Zampieri [82] noted that neural transformer
models achieve state-of-the-art performance in offensive spans detection. They
further introduced a multilingual framework for token-level offense detection.
Nonetheless, the problem is overlooked majorly due to the lack of fine-grain
annotated datasets.

The BERT language model was pre-trained on a large amount of English
Wikipedia and BookCorpus [115] datasets using unsupervised masked lan-
guage modeling (MLM) and next sentence prediction objectives. Inspired by
the recent success of BERT in various NLP tasks, neural transformer models
have outperformed traditional deep learning models in post-level offensive and
hate speech detection tasks [83, 84]. In OffensEval 2019 [110], Liu et al. [59]
used a BERT-based model that achieved the highest F1 score in the compe-
tition. However, BERT was pre-trained on general corpora and often needs
domain-specific language features. Various studies proposed specialized vari-
ation of BERT – financial domain FinBERT [3], LEGAL-BERT [18] for legal
specialty, BerTweet [71] for tweet-specific tasks. Lately, HateBERT [16] was
released for abusive language detection using the Reddit abusive language
dataset. However, the model lacks tweet-specific aggression detection cues
that can achieve better performance in a wide variety of similar tasks.
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Multi-task learning (MTL) [15] is a training paradigm where the model
learns multiple related tasks simultaneously from the data. MTL can gen-
eralize the model better and reduce the chances of overfitting. Multi-task
learning models can also avoid sub-optimal solutions compared to a single
objective model [7]. By sharing features learned during similar tasks, MTL
overcomes the requirement of a large amount of data. Recognizing the advan-
tages, multi-task architectures are used in several machine learning fields –
computer vision [35, 114], various sub-tasks of NLP [23, 58, 60] and achieved
exceptional results.

Lately, multi-task learning is also widely used in enhancing the perfor-
mance of various hate speech and offensive language detection tasks. The ma-
jority of past research acknowledge one task as the “main” task supported by
other auxiliary tasks. In [50], MTL is used in deep neural network architecture
to improve the performance of hate speech detecting leveraging information
from multiple comparable classification tasks. Abu Farha and Magdy [1] uti-
lized MTL with a CNN-Bi-LSTM model to detect hate speech using sentiment
prediction as an auxiliary task. Similarly, BERT-based multi-task approaches
are also used for detecting the offensive language [26] and multilingual aggres-
sion and misogyny detection [94]. Despite recent success, to the best of our
knowledge, no study previously explored a multi-task learning approach for
both post and token-level aggression detection.



Chapter 3

Dataset Exploration

3.1 Introduction

Data exploration aids the understanding of any possible relations, patterns,
anomalies and nature of the data. Traditionally, various statistical techniques
are employed to gain insights into the data. In this exploratory work, we have
chosen three popular datasets in the offensive language identification domain
– offensive language identification dataset [111], hate speech and offensive
language twitter dataset [27] and hate speech against immigrants and women
[5]. The goal of this study is to explore underlying topic modeling techniques
to extract topics that appear in the datasets. Furthermore, we are interested to
know the features that supervised learning techniques may learn in document
classification.

In the experiments, we applied Latent Dirichlet Allocation (LDA) [10], a
widely used topic modeling technique to find the optimal number of topics
and topic-word distribution. We further applied a simple neural topic model
to compare the results with LDA. We found that the topics mostly portray
the keywords that were originally used to compile the datasets. Furthermore,
we note that supervised algorithms may discriminate two discordant datasets
using the prominent features determined by the topic modeling algorithms.

9



CHAPTER 3. DATASET EXPLORATION 10

3.2 Datasets

3.2.1 Offensive Language Identification Dataset

In past years various social media offensive language datasets have been re-
leased. Zampieri et al. [111] compiled a new fine-grained hierarchically anno-
tated offensive language identification dataset (OLID) classifying the type and
target of the offensive contents. The OLID was the official dataset for a pop-
ular shared task OffensEval 2019: OffensEval: Identifying and Categorizing
Offensive Language in Social Media [110]. The three-layer dataset comprises
three labels: Offensive Language Detection (offensive and not offensive), Cat-
egorization of Offensive Language (targeted insult and untargeted), and Of-
fensive Language Target Identification (individual, group, and other). The
training dataset consists of 13, 240 instances, out of which 4, 400 instances are
positive – i.e., offensive. The test set contains 860 tweets that include 240
positive examples.

3.2.2 Davidson Dataset

In finer-grain aggression detection, classifying among offensive language and
hate speech is challenging. Hate speech is a specific type of offensive lan-
guage that incites violence, and attacks targets based on religion, nationality,
ethnicity, gender, sexual orientation, appearance, and others [31]. Davidson
et al. [27] compiled a 24, 783 English tweets dataset annotated in three labels
– hate speech, only offensive, and neither. Hereafter, we refer to the dataset
as the Davidson dataset. The dataset contains 1, 430 hate speech, 19, 190 only
offensive, and 4, 163 instances that are neither.

3.2.3 HatEval Dataset

In SemEval-2019 Task 5 [5], a new multilingual hate speech dataset (HatEval)
against women and immigrants was introduced. The dataset comprised 13, 000
English and 6, 600 Spanish tweets. The dataset incorporates three categories:
HS (hateful or not), Target Range (individual or generic), Aggressiveness (ag-
gressive or not). Note that the dataset identifies only hateful tweets against
women and immigrants as a positive class – i.e., hate speech; and all other
instances (including offensive and hateful) are labeled as negative or not hate
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speech. In this study, we only focused on English tweets. The official English
training set contains 9, 000 tweets that incorporate 4, 177 hateful instances.
The dev and test set contains 1, 000 and 3, 000 examples, out of which 123
and 1, 380 instances are positive.

3.3 Topic Modeling

With the increase in data generation, it has become extremely challenging to
organize, understand, and retrieve information from a vast amount of textual
data. Topic modeling is an unsupervised machine learning technique that
can statistically discover abstract topics in a collection of documents. Topic
modeling methods cluster similar words together, and a cluster of words is
represented as a topic. It is used to extract hidden semantic features in a
large collection of textual documents. Topic modeling is used for document
classification, sentiment analysis, semantic structure discovery as well as in
various disciplines such as healthcare [97], bioinformatics [9], computer vision
[14].

3.3.1 Latent Dirichlet Allocation

In information retrieval, the term frequency-inverse document frequency (tf-
idf) evaluates how relevant a word is to a document in a given document
collection. However, the inter and intra statistical structure of the document
remain unexplored. To overcome that latent semantic analysis (LSA) [56],
probabilistic LSA (pLSA) [43] are proposed for topic extraction. Nonethe-
less, pLSA does not provide document-level probabilistic models and can not
generalize unseen documents well. Latent Dirichlet Allocation is a generative
statistical model widely used for topic modeling. In LDA, the documents are
interpreted as a finite random mixture of latent topics, and the topics are rep-
resented as a Dirichlet distribution over infinite words [10]. It assumes that
every word in a text can be assigned a probability of belonging to a topic.

In LDA, a document (w) is defined as a sequence of words and a corpus
(D) is a collection of documents. The topic distribution for the document is
represented as a multinomial distribution θ and α is defined as a Dirichlet
hyperparameter to generate θ. The hyperparameter β matrix represents the
distribution of words per topic. If k is dimension of Dirichlet distribution and
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V is the size of vocabulary, then β represents the word probability in k ∗ V
matrix, where βij represents the probability of word wj in topic i. A set of
topics z and words w is produced by –

p(θ, z, w|α, β) = p(θ|α)
N∏

n=1

p(zn|θ)p(wn|zn, β) (3.1)

The marginal distribution of the document is obtained by –

p(w|α, β) =

∫
p(θ|α)(

N∏
n=1

∑
zn

p(zn|θ)p(wn|zn, β))dθ (3.2)

The probability of the corpus can be obtained by the product of individual
documents marginal probability –

p(D|α, β) =

∫
p(θd|α)(

Nd∏
n=1

∑
zdn

p(zdn|θd)p(wdn|zdn, β))dθd (3.3)

In the probabilistic graphical model Figure 3.1, the outer box represents the
collection of documents and the inner box refers to the topics and words in a
document. LDA improves the previous pLSI model by adding Dirichlet prior
β and α parameters. In LDA, unseen documents are classified as the same
as training and the words in a document are randomly generated from topics
using α. The generative process is presented in Algorithm 1. In this study,
we used the Gensim [86] library LDA implementation to extract topics from
the offensive language datasets.

Figure 3.1: The graphical model representation of LDA [10].
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Algorithm 1: The generative process for LDA [10].

for each document in the corpus do
Choose total words N ∼ Poisson(ξ).
Choose multinomial topic distribution θ ∼ Dirichlet(α).
for each word in the document do

Pick a topic zn using multinomial distribution over θ.
Pick a word wn using multinomial probability conditioned on
the topic zn.

end

end

3.3.2 Neural Topic Modeling: doc2topic

A neural take on LDA may provide better topic and word distribution in
the latent semantic space. The doc2topic [93] neural topic model (NTM)
computes co-occurrences between words and documents in two separate em-
bedding spaces whose dimensions are the number of topics. The embedding
layer is a linear transformation with rectified linear unit (ReLU) activation.

E = ReLU(xW T + b) (3.4)

ReLU(x) = max(0, x)

Where x is the input, W represents the weight vector and bias b. For topics
to documents sparsity, the document embeddings are highly regularized com-
pared to the word embeddings. The network is trained by feeding two words
(one present in the document and another random word) at once through the
embedding layers and calculating the dot product of the embeddings followed
by sigmoid activation.

Ei = Edoc � Eword (3.5)

ŷi = σ(Ei) (3.6)

σ(x) =
1

1 + e−x

Where σ denotes the sigmoid function, � is the dot product. The true output
yi is 0 for the random words and 1 for the co-occurring samples. We maximize
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the probability of ŷ to predict the true labels and the loss is calculated using
binary cross-entropy.

Loss = − 1

N

N∑
i=1

yi · log(ŷi) + (1− yi) · log(1− ŷi) (3.7)

Where N is the output size. The final weights of two embedding layers rep-
resent the document to topic and topic to word distributions. The graphical
representation of the model is shown in Figure 3.2.

Figure 3.2: The graphical representation of doc2topic model.

3.3.3 Methodology

Data Pre-processing Data cleaning and preparation is a crucial step in
data analysis. It helps to reduce the complexity and noise of the dataset and
deliver good results [34].

Tokenization We used spaCy [44] software package to tokenize the doc-
uments in the dataset. The URLs, emojis, usernames, extra whitespace,
punctuations are also removed.

Generalization All the texts are converted to lower-case. Stop words
and words less than three characters are removed.
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Lemmatization It is the process of converting infected words to their
dictionary form. We used spaCy Lemmatizer for lemmatizing the tokens.

We further divided all the datasets into two subsets of offensive or hateful
instances and normal instances. The subsets are denoted by offensive and
normal suffixes.

Experiments We applied topic modeling to extract the topics in the three
popular hate speech and offensive language datasets. For LDA we used bag-
of-words (BOW) as features by varying the number of topics. We also fine-
tuned model hyperparameters document-topic density (alpha) and word-topic
density (beta). Besides, we combined the offensive or hateful instances of
OLID and HatEval datasets to verify if topic modeling can distinguish the
topics in two distinct datasets. The combined dataset is referred to as the
OLID-HatEval dataset. As per our expectations, we found three prominent
topics in the combined dataset experiment. We further repeated the same
steps with the doc2topic NTM to analyze the variations in topics and words
compared to LDA.

3.3.4 Evaluation and Results

Topic modeling is an unsupervised technique for finding latent topics in a vast
collection of textual information. Evaluating topic models is not apparent due
to the lack of ground truth annotation in datasets. Also, topic models are
required to provide the number of topics beforehand. Traditionally, eyeballing
methods such as looking at top n-words in topics are used to evaluate topic
models. Perplexity is a statistical measure of how well the distribution predicts
a sample and is used to compare language models in NLP. However, better
predictive perplexity does not correlate to human interpretable topics [19].
Topic coherence is a measure of semantic similarity in top occurring words in
topics. We used c v topic coherence measure that uses normalized pointwise
mutual information and the cosine vector similarity [99]. We further interpret
the topic models using visualization and top n-words in topics across all the
data subsets.

OLID Dataset In the OLID dataset, both offensive and non-offensive in-
stances achieve the best topic coherence score when the number of topics is
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(a) OLID Dataset (b) Davidson Dataset

(c) HatEval Dataset (d) OLID-HatEval Dataset

Figure 3.3: Topic coherence scores for the datasets with varying number of
topics.

2 as shown in Figure 3.3a. The top 10 word distribution by topic is shown
in Appendix A.1. Eyeballing over the words in topics, we can determine that
one topic portrays political cues and another swear words with some outliers.
The data collection procedure of the OLID dataset states the use of politically
motivated keywords that we also found in topic modeling [111]. Neural topic
modeling also found similar results presented in Appendix A.2; nonetheless,
the two topics are not highly discrete.

Davidson Dataset The Davidson dataset contains offensive and hate speech
samples; we observe the same topic distribution in the results, one concerning
hate speech and another general profanity. The normal instances depict more
benign words best represented in a single topic. The topic coherence score
with a varying number of topics is shown in Figure 3.3b. The distribution of
words per topic using LDA and NTM is presented in Tables A.5 and A.6.
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HatEval Dataset Topic modeling on the HatEval dataset prominently por-
trays two discrete topics – profanity against women and keywords related to
immigrants. The topic coherence score is highest with 2 topics as shown in
Figure 3.3c. The keywords associated with the topics are presented in Tables
A.3 and A.4.

LDA

Topic-1: bitch, woman, fuck, fucking, like, skank, hoe, get, ass, cunt
Topic-2: immigration, maga, illegal, buildthatwall, migrant, country,

buildthewall, refugee, alien, trump
Topic-3: gun, antifa, liberal, people, control, maga, conservative, know,

hysterical, american

NTM: doc2topic

Topic-1: bitch, whore, woman, fucking, people, stupid, hoe, cunt, want,
rape

Topic-2: illegal, buildthatwall, maga, look, make, refugee, work, alien,
stop, think

Topic-3: gun, fuck, liberal, control, shit, trump, people, illegal, maga,
fucking

Table 3.1: Top 10 words distribution by topic for the combined OLID-HatEval
dataset using LDA and NTM.

OLID-HatEval Dataset As presented in Table 3.1, both statistical and
neural topic modeling on the OLID-HatEval dataset reveals three distinct
topics in the dataset. The profanity against women and keywords on im-
migration are extended from the HatEval dataset and political keywords are
infused from the OLID dataset. Topic coherence score is also the highest with
3 topics, shown in Figure 3.3d.

In our experiments, we found that LDA provides good insights into the
topics present in offensive language datasets. A simple neural topic model
also provides similar human-comprehensible results. From the results, we ob-
serve that the OLID dataset portrays more politically inflected keywords. The
Davidson dataset exhibits words that correspond to hate speech and profan-
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ity and the HatEval dataset topics centered on profanity against women and
immigrants-related keywords. We found that topics in the datasets denote
the type of keywords employed to compile the dataset and different datasets
focused on separate themes. To support our claim further, we perform super-
vised dataset classification using the combined OLID-HatEval dataset.

3.4 Dataset Classification

Document classification is the problem of assigning documents to classes or
categories based on the document contents. In supervised document classifi-
cation, the model maps the input to output by learning hidden patterns in the
training data to predict the class for unseen data. Motivated by the distinc-
tion of topics in the OLID-HatEval dataset, we applied supervised learning
to discriminate the features in the dataset. The goal of the experiment is to
explore supervised learning features and compare them to unsupervised topic
modeling results.

3.4.1 Dataset

For the task, we combined only the offensive or hate speech instances of OLID
and HatEval datasets into a new OLID-HatEval dataset. The HatEval dataset
lacks the fine-grained annotation – i.e. if a particular hateful instance is against
women or immigrants. Therefore in the combined dataset, we labeled the
OLID instances as ‘0’ and HatEval instances as ‘1’. The final dataset com-
prised 4639 OLID and 4031 HatEval tweets. Table 3.2 shows a sample of the
combined dataset. We further used 20% of the consolidated dataset as a test
set.

3.4.2 Experiments and Results

We normalized the dataset by removing extra whitespaces, stop words, and
punctuations and replaced the usernames and URLs with placeholders. We
further lemmatized the words to remove inflectional endings. We used the
term frequency-inverse document frequency to convert texts into vectors with
maximum features of 200 words. We trained logistic regression, naive bayes,
and support vector machine models with 10 -fold cross-validation. We used
the macro F1 score to compare the results of different classifiers.
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Text: Crisis in Germany: women start arming themselves due
to Islamic immigration Crisis - Free Speech Time -
https://t.co/Xrt0RQk3k0 @ISupportIsrael

Dataset: 1

Text: @liberalparty I was in Toronto last year. It no longer looked
like Canada. Very sad situation. The Canadians were good
people. https://t.co/7bHGpS1cH0 Stop immigration. Start
deportations. We have the right to our homelands.

Dataset: 1

Text: @USER @USER Yes mothers now this is what the deranged
left will make you do to your little boys! Are we really going to
let this happen? Pure EVIL! #VoteDemsOut #MAGA #2020
#ConfirmJudgeKavanaugh @USER URL

Dataset: 0

Text: @charliekirk11 We need to improve our country, schools,
neighborhoods, hospitals, prisons, by kicking out the illegals.
#BuildTheDamnWall #BuildThatWall

Dataset: 1

Text: @USER How about just F*!k her @USER she is an instigating
big mouth bitc*; so is her evil friend.@USER MY OPINION!!!
#teamtani

Dataset: 0

Table 3.2: A sample of the consolidated OLID-HatEval dataset. Dataset labels
0 represents OLID and 1 denotes HatEval instances.

Model Test F1 Score

Support Vector Machine 0.93

Logistic Regression 0.90

Naive Bayes 0.89

Table 3.3: Results of OLID-HatEval dataset classification ordered by the test
set macro F1 score.

From the results shown in Table 3.3, we can observe that all the classifiers
achieved good performance, and the SVM classifier with linear kernel achieves
the highest macro F1 score of 0.93. We further plot the top 10 features and
their importance in discriminating the datasets in Figure 3.4. We can observe
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Figure 3.4: Top 10 feature words of the SVM classifier and their importance
in predicting OLID and HatEval instances.

that the OLID dataset attributes political words, whereas the HatEval dataset
presents obscene terms against women and immigration-oriented keywords.
Furthermore, close observation reveals that over 70% of the top 10 words in
the supervised features matches the unsupervised topic modeling results.

3.5 Discussion

Dataset exploration helps to understand datasets better by finding hidden
patterns, relations, and even anomalies. Topic modeling is a widely used
unsupervised topic extraction method from a vast collection of documents. In
this study, we applied Latent Dirichlet Allocation and neural topic modeling
to extract topics from three highly popular offensive and hate speech detection
datasets. We discovered the optimal number of topics in the datasets by topic
coherence measure. We presented the top 10 words by topics that appear in
the dataset. We found that LDA and a simple neural topic model discover
human-interpretable comparable topics. It is also noted that the topic and
word distribution mostly resembles the keywords used to compile the dataset
and different dataset focuses on distinct themes.

To further support our claim, we extended the dataset comparison in a
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supervised manner. We used three machine learning models to discriminate
among the OLID and HatEval dataset instances. The top features from the
best performing SVM model exhibit alike results as unsupervised learning.
To summarize, we derived topics from three popular datasets in the offensive
language detection domain and found that topics mostly resemble the nature
of compiling datasets.



Chapter 4

Token-level Aggression
Detection

4.1 Introduction

The use of offensive and aggressive language in social media has increased
over the years. The offensive language detection problem has interested many
researchers in academia and industrial institutions. An automatic aggression
detection system can keep social media clean, welcoming by flagging inappro-
priate content. Previously, studies have focused on n-gram, skip-gram fea-
tures for automatic hate speech detection [63, 64, 105]. Some studies focused
on detecting sub-types of offensive language in social media such as aggres-
sion [52, 53], cyberbullying [90], and hate speech [87]. Shared tasks such as
TRAC[53], OffensEval 2019 [110], OffensEval 2020 [112], HatEval [5] mainly
focused on post-level aggression detection. Recently, the focus has shifted to-
wards abuse detection in various languages such as Arabic [1, 70], Danish [95],
Greek [75], Turkish [17] and also multi-lingual systems [48, 79, 81, 83].

Over the years, researchers released various hate speech and offensive lan-
guage detection datasets [5, 27, 91, 111]. All the datasets focus on the post-
level classification of the social media posts, comments, or conversations. Iden-
tification of tokens or words that inherently make a post offensive or hateful is
mostly overlooked [66]. Human moderators often have to read through lengthy
texts without any word-level indications, making the task difficult. Token an-
notations can aid human moderators while reviewing the flagged contents.

22
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The SemEval 2021 Task 5: Toxic Spans Detection [73] presents a new dataset
(TSD) with token-level toxic spans annotation. Recently to the best of our
knowledge, Mathew et al. [66] recently released the first benchmark dataset for
explainable hate speech detection with both post and token-level annotations.

Since the introduction of BERT [28], neural transformer models have be-
come prevalent in offensive and hateful language identification. BERT mod-
els have outperformed previous deep learning models in post-level aggression
detection [4, 33, 41]. Transformer models have achieved excellent results in
offensive language detection in resource-limited languages such as Bengali [81],
Malayalam [84]. However, the current models are limited to post-level aggres-
sion detection and do not predict word-level aggression. In this study, we use
the TSD dataset to propose a robust token-level aggression detection system.
We experimented with a lexicon-based word matching algorithm, a recurrent
neural network model, and neural transformer models. We found RoBERTa
with language modeling and ensembling outperforms all other approaches and
achieves a 0.68 F1 score in the test set. We have also submitted our best
system to the SemEval 2021 Task 5.

4.2 Dataset

The dataset for token-level aggression detection is introduced in SemEval 2021
Task 5: Toxic Spans Detection [73]. The sequence of tokens or words that
make a particular instance aggressive is defined as toxic spans. The dataset
is compiled from the toxic and severely toxic instances of the Civil Comments
dataset [12]. Each instance is annotated by three annotators using the crowd
annotation platform Appen1. The toxic spans detection dataset contains the
text and spans that are toxic. The training data consists of 7, 939 instances,
out of which 690 instances do not contain any toxic spans. The trial and
test sets include 690 and 2, 000 instances, that includes 43 and 394 instances
without toxic spans. Table 4.1 shows four instances from the training dataset.
The text presents the Text and the spans are indicated by the character in-
dex (starting from zero) position in the Text. The whitespace between two
consecutive aggressive tokens is also marked as toxic.

1Appen annotation platform: https://appen.com

https://appen.com
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Text: Propaganda of homosexuality should be forbidden.
Spans: [0, 1, 2, 3, 4, 5, 6, 7, 8, 9, 10, 11, 12, 13, 14, 15, 16, 17, 18, 19,

20, 21, 22, 23, 24, 25, 26]

Text: How fucking stupid are you?
Spans: [4, 5, 6, 7, 8, 9, 10, 12, 13, 14, 15, 16, 17]

Text: That is not a friggen hat, It s called a cover you idiots...
Spans: [14, 15, 16, 17, 18, 19, 20, 21, 22, 23, 24, 51, 52, 53, 54, 55, 56]

Text: What an inciting pile of trash including the website. You’re
dangerous and need to be monitored.

Spans: []

Text: No, Victimitis is an a-s-s h-o-l-e
Spans: [21, 22, 23, 24, 25, 26, 27, 28, 29, 30, 31, 32, 33]

Text: You must be ecstatic with your “F****** Moron” who doesn’t
care enough about the military people

Spans: [32, 33, 34, 35, 36, 37, 38, 39, 40, 41, 42, 43, 44]

Table 4.1: Five instances from the training dataset along with their annota-
tions. The aggressive tokens are displayed in red and the spans are indicated
by index.

4.3 Methodology

4.3.1 Lexicon-based Word Match

Word matching algorithms often achieve balanced results and provide a good
baseline in similar problems. We compiled an offensive word lexicon using
publicly available profanity word resources2,3. We further added the aggressive
words from the training dataset that are not present in the lexicon. We run
a substring matching algorithm using the trie data structure and identify the
indices of the tokens. As anticipated, this method does not consider words
in context and misses words that are not present in the lexicon. Moreover,
partially censored words such as f**k are also not detected by the algorithm.
Nonetheless, this method presents a baseline performance for the task.

2https://www.cs.cmu.edu/~biglou/resources/bad-words.txt
3https://github.com/RobertJGabriel/Google-profanity-words

https://www.cs.cmu.edu/~biglou/resources/bad-words.txt
https://github.com/RobertJGabriel/Google-profanity-words
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4.3.2 Recurrent Networks: Long Short-Term Memory

Long short-term memory (LSTM) [42] networks is a type of recurrent neural
network (RNN) capable of learning long-term dependencies. The hidden layer
of LSTM is replaced with a memory cell and proved better at retaining and
leveraging long-term dependencies compared to RNNs. An LSTM memory cell
consists of an input gate (i), forget gate (f), cell state (c), and output gate (o).
Regulated by the gates, LSTM can add or remove information to the cell state.
It uses feedback connections to learn order dependencies (previous to present)
in sequential data. LSTM networks are highly effective in sequential problems
such as time series prediction, language translation, speech recognition [37, 39].
The input layer of the network takes one-hot-encoded features at time t. The
input layer size n is the same as the maximum sequence length. For each input
xt the context representation vector ht is computed as follows –

it = σ(Wxixt +Whiht−1 +Wcict−1 + bi)

ft = σ(Wxfxt +Whfht−1 +Wcfct−1 + bf )

ct = ft � ct−1 + it � tanh(Wxcxt +Whcht−1 + bc)

ot = σ(Wxoxt +Whoht−1 +Wcoct + bo)

ht = ot � tanh(ct) (4.1)

Where σ denotes the sigmoid function, � is the element-wise product. Also,
W represents the weight matrix of the subscripts, and b values are the biases.
Nonetheless, the classic LSTM network is only able to use previous contexts
in the sequence. Bidirectional LSTM (Bi-LSTM) [38] is capable of learning
both forward and backward contextual information using two hidden LSTM
layers. The input is provided to both forward and backward networks to
provide bidirectional contextual information. The final context representation

of a word ĥt is calculated as concatenation of forward
−→
ht and backward

←−
ht

vectors –

ĥt = [
−→
ht ,
←−
ht ] (4.2)
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The bidirectional architecture has outperformed unidirectional LSTMs in speech
processing and sequence tagging problems [25, 38]. Conditional random fields
(CRF) [54] are a discriminative model capable of incorporating contextual in-
formation to predict the current label. A CRF layer embedded on top of the
Bi-LSTM network can model past and future contextual information to pre-
dict the current tag. For an input sequence x = (x1, x2, ..., xn) and the output
matrix of Bi-LSTM network P with dimension n ∗ l, where l is the number
of output labels. The output is represented as y = (y1, y2, ..., yn). The label
probability matrix is computer as –

s(x, y) =

n∑
i=0

Ayi,yi+1 +

n∑
i=1

Pi,yi

The probability of sequence y is calculated using softmax function –

p(y|x) =
es(x,y)∑
es(x,y)

The objective function is the maximal log probability of correct labels and
defined as –

log(p(y|x)) = s(x, y)− log(
∑

es(x,y)) (4.3)

During training, we maximize the probability of ŷ to predict the true labels,
and the maximum score is calculated as –

ŷ = arg max s(x, y) (4.4)

For token-level aggression detection, we combined the Bi-LSTM with CRF to
create a Bi-LSTM-CRF architecture, similar to the previous sequence tagging
state-of-the-art model [47]. The model architecture is presented in Figure 4.1,
where the forward and backward LSTM networks are used to learn past and
future input features and the top CRF layers outputs the final tag by using
the sentence level tag information. The model is trained using backpropa-
gation through time (BPTT) [11]. The final model has 4.2 million trainable
parameters. We experimented by varying hyperparameters and achieved the
best test set result while training the model for 5 epochs with a 0.005 learning
rate, mini-batch size of 16, and maximum sequence length of 200.
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Figure 4.1: The Bi-LSTM-CRF architecture for token-level aggression detec-
tion. Non-aggressive and aggressive tokens are shown as 0 and 1, respectively.

4.3.3 Neural Transformers

In recent years, neural transformers have achieved state-of-the-art performance
in sequence modeling and language translation tasks [101]. It overcomes paral-
lelization and long-term dependency bottlenecks in RNNs by modeling global
dependencies between the input and output. The transformer architecture
consists of six stacked identical encoder and decoder layers with a self-attention
mechanism. The encoder is composed of a multi-head attention mechanism
and position-wise fully connected feed-forward network. The sub-layers are
connected using residual connection succeeded by layer normalization. If the
sub-layer function is denoted as S(x), the output of each sub-layer is computed
as –

Output = LayerNorm(x+ S(x))

The decoder additionally includes a multi-head attention sub-layer over the
output from the encoder block. An attention function maps a query (Q),
key (K), and value (V) vectors to an output vector. The scaled dot-product
attention is calculated as –

Attention(Q,K, V ) = softmax(
QKT

√
dk

)V (4.5)

Where dk is the dimension of the key and 1√
dk

is the scaling factor. Multi-

head attention performs better over a single attention function and is applied
by projecting Q, K, V vectors h times with different linear projections. It
allows the model to acquire information from several representations at various
positions.
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MH Attention(Q,K, V ) = Concat(head1, head2, ...,headh)WO (4.6)

headi = Attention(QWQ
i ,KW

K
i , V W

V
i )

Where the projection parameters are matrices WQ
i ∈ Rdmodel×dk , WK

i ∈
Rdmodel×dk , W V

i ∈ Rdmodel×dv , WO
i ∈ Rhdv×dmodel . The various use of multi-

head attention in transformers is described in [101]. The feed-forward network
in encoder and decoder blocks consists of two liner transformations with ReLU
activation.

F(x) = max(0, W1x+ b1)W2 + b2 (4.7)

The model further introduces positional encoding of dimension dmodel to retain
positional information of the tokens. The sinusoidal positional embedding is
added to the input embedding at the bottom of the encode and decoder blocks.
The positional embeddings are defined as –

PEpos,2i = sin(
pos

100002i/dmodel
) (4.8)

PEpos,2i+1 = cos(
pos

100002i/dmodel
) (4.9)

Pre-trained bidirectional neural transformers models have achieved excellent
results in various NLP tasks. Bidirectional encoder representation from trans-
formers (BERT) [28] is pre-trained on a large amount of English Wikipedia
and BookCorpus [115] datasets using unsupervised masked language modeling
(MLM) and next sentence prediction tasks (NSP) objectives. The BERT base
architecture consists of 12 bidirectional transformers encoders with 768 hid-
den layers and 12 bidirectional self-attention heads. Along with previous token
and positional embeddings, BERT has introduced segmentation embeddings
to denote the sentence number of every token. It has outperformed previous
deep learning models in many NLP sub-task such as question answering, text
classification. Bidirectional transformer models are also highly effective for
sequence labeling tasks such as named entity recognition [62].

We integrated a token-level classifier with the uncased BERT model. The
classifier takes the last hidden state of the sequence as input and predicts a
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Figure 4.2: The transformer model for token-level aggression detection. Non-
aggressive and aggressive tokens are shown as 0 and 1, respectively.

toxic or non-toxic label for each token as output. A general transformer model
for token-level aggression detection is shown in Figure 4.2. We fine-tuned the
model using Adam optimizer with a maximum sequence length of 400. The
hyperparameters are presented in Appendix B.1. Previously, BERT-CRF ar-
chitecture has shown improvements over BERT models in similar tasks [46, 98].
We further added a CRF layer between the BERT and the token-level classi-
fier and fine-tuned the model for the problem. We introduced dropout with a
0.2 probability of randomly dropping a neuron in the CRT layer to add some
regularization. Unfortunately, the BERT-CRT model did not improve the per-
formance compared to the BERT model. Furthermore, we experimented with
transfer learning to improve the performance by training BERT on HateX-
plain [66] dataset and later fine-tune on the TSD dataset. However, transfer
learning also did not improve the results any further. Fine-tuning language
models on MLM objectives before performing downstream tasks deliver bet-
ter results [80]. We re-trained the BERT model on the MLM objective with
the TSD training dataset. We use the same previously mentioned parameters
along with early stopping and models ensembling. Early stopping is executed
when the validation loss did not improve over 10 steps. Retraining with en-
sembling has improved the performance of the BERT model, we denote the
model as BERT-Ensemble.

RoBERTa [61] is an optimized BERT variant that is pre-trained on 160
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GB English data without NSP loss. RoBERTa outperforms BERT’s previ-
ous state-of-the-art results in downstream tasks such as GLUE [103], RACE
[55], SQuAD [77, 78] tasks. Inspired by the performance improvements of
the BERT-Ensemble model, we followed the same re-training and ensembling
strategy with a RoBERTa base model. The training hyperparameters are re-
ported in Appendix B.1. The RoBERTa-Ensemble model outperformed the
BERT-Ensemble model and achieved the highest performance on the test set.

4.4 Evaluation and Results

For evaluation we used the same F1 measure presented by the SemEval 2021
Task 5 organizers [73]. Let model Ai return a set St

Ai
of character indices for

parts of a text that are toxic. Let Gt be the character indices of the ground
truth annotations of post t. We compute the F1 score of system Ai with respect
to the ground truth G for t as mentioned in Equation 4.10 where |.| denotes
set cardinality. P t and Rt measure the precision and recall, respectively.

F t
1 (Ai, G) =

2 · P t (Ai, G) ·Rt (Ai, G)

P t (Ai, G) +Rt (Ai, G)
(4.10)

P t (Ai, G) =
|St

Ai
∩ St

G|
|St

Ai
|

(4.11)

Rt (Ai, G) =
|St

Ai
∩ St

G|
|St

G|
(4.12)

The results of the experiments are presented in Table 4.2. From the results,
we can observe that the Lexicon-based word match achieved a balanced result
despite being a rule-based method. All the neural transformer models have
outperformed the Bi-LSTM-CRF model. The BERT model performs better
than the BERT with a CRF layer and transfer learning BERT HateXplain
model. Language modeling and model ensembling improve BERTs perfor-
mance. The ensembled RoBERTa achieves the highest trial and test set F1

scores. Our RoBERTa-Ensemble achieves a 0.68 test set F1 score, which is
very comparable to 0.70, the best test set score in the SemEval 2021 Task
5 competition. In this study, we presented an efficient token-level aggression
detection model using RoBERTa. We also found that language modeling and
ensembling further improves the result.
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Model Trial F1 Test F1

RoBERTa-Ensemble 0.6886 0.6801

BERT-Ensemble 0.6771 0.6698

BERT 0.6738 0.6538

BERT-CRF 0.6643 0.6517

BERT HateXplain 0.6387 0.6326

Bi-LSTM-CRF 0.5631 0.5398

Lexicon word match 0.3378 0.4086

Table 4.2: Token-level aggression detection results ordered by Test F1 score.
The Trial and Test F1 score shows the F1 score on the trial and test set.

4.5 Discussion

In the past years, researchers on social media aggression detection have been
mainly focused on instance-level. Shared tasks such as OffensEval 2019 [110],
2020 [112], HatEval [5] presented post-level toxicity detection challenges. How-
ever, the problem of word or token-level aggression detection is understudied
[66]. A finer-grain detection of toxicity may aid human moderators while re-
viewing flagged contents in social media. Recently, SemEval 2021 Task 5:
Toxic Spans Detection [73] presents the problem of token-level toxicity de-
tection. We believe that token-level toxicity detection is an important step
towards explainable aggression detection.

We started our experiments with a simple lexicon-based word matching by
compiling an offensive words lexicon from online resources. The result of the
rule-based algorithm is balanced and serves as a baseline for the supervised
models. The neural transformer models outperformed the recurrent network
Bi-LSTM-CRF model. The RoBERTa transformers with language modeling
and ensembling achieve the highest trial and test set F1 scores. In the study,
we experimented with various deep learning models for detecting token-level
aggression using the TSD dataset. We proposed a robust and efficient trans-
former model for word-level toxicity detection that can benefit human mod-
erators while reviewing flagged posts. We also submitted our best-performing
model to SemEval 2021 Task 5 [85].



Chapter 5

fBERT: Adapting BERT to
Aggression Detection

5.1 Introduction

To curtail the pervasiveness of offensive and hateful posts on social media re-
searchers over the years have developed various automatic abusive language
detection systems. Early studies utilized linguistic features with linear classi-
fiers for the task [63, 105]. Later on, deep neural network models [51, 68, 83],
transfer learning architectures [1, 88, 107], and pre-trained language mod-
els have achieved excellent results [59, 82, 107]. One general observation is
that the performance of these models varies with datasets and architecture; a
support vector machine (SVM) model has outweighed complex neural trans-
formers in hate speech detection against immigrants and women [5]. On the
contrary, pre-trained language models BERT [61] have outperformed other
neural architectures in general offensive language detection tasks [110, 112].

The introduction of bidirectional encoder representation from transform-
ers (BERT) [28] language model has been a pivotal point in various NLP
sub-fields – language understanding, question answering, named entity recog-
nition, text classification. The model is pre-trained on a large amount of
English Wikipedia and BookCorpus [115] datasets using unsupervised masked
language modeling and next sentence prediction objectives. Subsequently,
multiple variations of language models, e.g., RoBERTa [61], XLNet [109],
XLM-R [24] are introduced. These language models are trained on a large

32
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amount of general-purpose data for better language understanding and lack
domain-specific knowledge. For that reason, recently, domain-specific pre-
trained language models are proliferating – financial domain FinBERT [3],
LEGAL-BERT [18], BerTweet [71] for tweet-specific tasks.

In chapter 4, we observed that retraining the language models before down-
stream tasks improves the performance over vanilla pre-trained models and
also learns dataset-specific features. Recently, Caselli et al. [16] proposed
HateBERT, BERT retrained on Reddit English abusive language dataset for
abusive language detection. However, the model lacks tweet-specific aggres-
sion detection cues that can achieve better performance in a wide variety of
similar tasks. In this study, we present a pre-trained BERT model, fBERT
specific to aggression and hate speech detection in English tweets. The fBERT
is trained on over 1.4 million offensive instances of English tweets. We further
show the effectiveness and portability of fBERT over BERT and HateBERT
on various aggression and hate speech detection tasks.

5.2 Retraining Dataset

The limited size of datasets has been a bottleneck for aggression detection
tasks. Lately, Rosenthal et al. [91] released a large-scale offensive language
identification dataset SOLID with over 9 million English tweets. The dataset
follows the same annotation taxonomy as previously discussed OLID [111]
dataset. The data is collected using Twitter streaming API and annotated
using semi-supervised methods. All the usernames and URLs are replaced with
placeholders and tweets less than two words or 18 characters were discarded.
For retraining, we have chosen over 1.4 million offensive instances from SOLID.
We considered an instance of the SOLID dataset to be offensive if the average
score is more than 0.5. We choose the threshold to maximize the training
data while presenting offensive language cues to the model. We did not pre-
process the data before training as cleaning may negatively impact the model’s
understanding of tweets and aggressive language features.

5.3 Development of fBERT

In this section, we will provide a detailed overview of the retraining procedure
of fBERT.
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5.3.1 Input Representation

We take the sentence input and tokenize it using WordPiece embeddings [108]
with 30, 000 token vocabulary as described in [28]. The tokenized input can
be presented as –

X = (x[CLS], x1, x2, ..., xn, x[SEP ]) (5.1)

We further process the tokenized input through Bert(X) in Equation 5.2 to
generate contextualized embeddings.

H = Bert(X) (5.2)

X ′ = (h[CLS], h1, h2, ..., hn, h[SEP ]) (5.3)

5.3.2 Retraining Procedure

The goal of the study is to adapt the BERT model for social media aggression
detection tasks. We utilized a BERT base uncased model that consists of
12 bidirectional transformers encoders with 768 hidden layers and 12 self-
attention heads. To use the general understanding of the English language
and context, we initialize the BERT with pre-trained weights1. We used over
1.4 million offensive texts from the SOLID dataset to retrain the model. No
cleaning was applied to preserve the incoherent composition of social media
posts, such as excessive use of mentions, emojis, hashtags. We retrained the
model on masked language modeling objective to adapt deep bidirectional
representation of social media offensive language.

Masked Language Modeling In MLM, we randomly mask some percent-
age of tokens and predict the masked tokens. As described in the original
BERT implementation, we randomly select 15% of the total tokens for re-
placement, and 80% of the selected tokens are replaced with [MASK], 10%
are substituted with a random token from the vocabulary and 10% remain
unchanged. The hidden vectors with masked tokens are fed into softmax
activation over the vocabulary to generate the probability of masked tokens
(PMLM ).

1BERT Pre-trained weights: https://github.com/google-research/bert

https://github.com/google-research/bert
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PMLM = softmax(h ∗W + b) (5.4)

The model is trained to predict the original token by minimizing cross-entropy
loss. A schematic representation of the BERT masked language model is shown
in Figure 5.1.

LossMLM = −
∑∑

y ∗ log(PMLM ) (5.5)

Retraining Setup We retrained the BERT for 25 epochs on MLM objective
with 0.15 probability to randomly mask tokens in the input. The language
model is trained with a batch size of 32, 5e − 5 learning rate with Adam
optimizer, and 512 maximum token length. The complete training took 5
days on an Nvidia V100 GPU. The shifted BERT variant, fBERT, now has a
better comprehension of social media linguistic cues and offensiveness.

Figure 5.1: A schematic representation of BERT masked language model for
retraining.
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5.4 Experiments

To determine the effectiveness and portability of the retrained fBERT, we
conducted a series of experiments and compared it with a general-purpose
BERT model.

HatEval 2019 In the SemEval 2019, HatEval [5] introduced the challenge
of detecting multilingual hate speech against women and immigrants. The
dataset for the task is described earlier in Section 3.2.3. As pre-processing,
we removed extra whitespaces, usernames and URLs are replaced with place-
holders, used the Emoji2 package to convert the emojis to text, and the Word
Segmentation3 package to segment the words in hashtags. We applied the
same pre-processing steps and fine-tuned the models to compare the test set
macro F1 score.

OffensEval 2019 In one of the most popular offensive language detection
tasks of SemEval 2019, Zampieri et al. [110] presented OffensEval. For the
experiment, we have chosen sub-task A, which is a binary classification task
between offensive and non-offensive posts. The dataset for the competition is
described earlier in Section 3.2.1. We used 10% of the training data as devel-
opment data. We performed the pre-processing and cleaning steps mentioned
by Liu et al. [59]. We trained fBERT for the offensive language detection task
and compared the performance with other language models using the macro
F1 score.

Hate Speech and Offensive Language Detection In fine-grain aggres-
sion detection, classifying offensive language and hate speech is challenging.
Hate speech is explicit instances targeted towards a specific group of people
intended to degrade or insult. We used the Davidson dataset described in Sec-
tion 3.2.2 for the task. The dataset contains three categories – hate speech,
offensive, or neither. We further split the dataset into training, dev, and test
sets in a 3:1:1 ratio. We applied the same preprocessing steps mentioned in
the previous HatEval 2019 Section 5.4. We applied the same preprocessing
and fine-tuning steps to compare the effectiveness of fBERT.

2Emoji Package: https://pypi.org/project/emoji/
3Word Segmentation Package: https://pypi.org/project/wordsegmentation/

https://pypi.org/project/emoji/
https://pypi.org/project/wordsegmentation/
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Toxic Spans Detection The toxic spans detection challenge [73] was pre-
sented in SemEval 2021. The sequence of words that make a particular post
offensive or toxic is defined as toxic spans. The dataset for the task is pre-
viously discussed in Section 4.2. We compared the performance of various
BERT-based models using the F1 measure defined in Equation 4.10.

The hyperparameters for the above experiments are presented in Appendix
B.2.

5.5 Results

In the HatEval Sub-task A, fBERT has outperformed BERT by increasing the
test macro F1 score by over 23%. That proves the advantage and generaliz-
ability of the domain-specific retrained BERT model. The best model [48] in
the task used an SVM model with RBF kernel, exploiting sentence embed-
dings from Google’s Universal Sentence Encoder as features. The results are
shown in Table 5.1. The fBERT also performs better than the generic BERT
and abusive language HateBERT in OffensEval Sub-task A, pushing the test
set macro F1 score to 0.8132 shown in Table 5.2. From the results presented
in Table 5.3, we observe that the fBERT is also highly effective in fine-grain
offensive and hate speech detection and obtained a 10% increase in F1 score.
Unfortunately, fBERT underperformed compared to the vanilla BERT model
in the toxic spans detection; however, it still outperforms HateBERT. We
believe that the reason for performance degradation is majorly due to the
dataset source. The source of the Toxic Spans Detection dataset is news site
Civil Comments platform, which deviates from general social media language.
Also, the annotation of the dataset is found to be inconsistent in some cases.

HatEval 2019 Sub-task A

Model Macro F1 Score

fBERT 0.5962

HateBERT 0.5245

BERT 0.4832

Table 5.1: The test set macro F1 scores for HatEval 2019 Sub-task A.
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OffensEval 2019 Sub-task A

Model Macro F1 Score

fBERT 0.8132

HateBERT 0.8011

BERT 0.7943

Table 5.2: The test set macro F1 scores for OffensEval 2019 Sub-task A.

Hate Speech and Offensive Language Detection

Model Macro F1 Score

fBERT 0.8781

HateBERT 0.8456

BERT 0.8063

Table 5.3: The test set macro F1 scores for Hate Speech and Offensive Lan-
guage Detection.

Toxic Spans Detection

Model F1 Score

BERT 0.6538

fBERT 0.5303

HateBERT 0.4109

Table 5.4: The test set F1 scores for Toxic Spans Detection.

From the above experiments, we can observe that fBERT has outperformed
the abusive language HateBERT model in all the experiments. The proposed
fBERT has also performed efficiently in all the post-level aggression detection
tasks. This validates the effectiveness of the proposed shifted BERT model
for offensive and hateful language classification tasks. The proposed fBERT
model is also effective across different datasets and objectives, demonstrating
its generalizability.

5.6 Discussion

Over the years, neural transformer models have outperformed previous state-
of-the-art deep learning models in various NLP tasks. Neural transformers
have obtained highly competitive results in earlier offensive and hate speech
detection tasks. In Chapters 4 and 6, we also present transformer-based mod-
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els for aggression detection tasks. Nevertheless, these transformers are trained
on general corpora, and lack tweet and offensive language-specific cues. Pre-
vious studies have shown pre-training the language model before performing
downstream tasks achieves excellent results. In this study, we present a large-
scale retrained BERT model specifically for social media offensive and hate
speech detection tasks.

We proposed fBERT, a retrained bert-base-uncased model with over 1.4
million offensive instances from the SOLID dataset on MLM objective. The
shifted fBERT model has better incorporation of toxic social media charac-
teristics. The fBERT has achieved better results in OffensEval and HatEval
tasks over BERT and HateBERT; additionally, in the next chapter, we further
showed that fBERT outperforms BERT in both post and token-level aggres-
sion detection. The retrained model is publicly available on GitHub4.

4fBERT model: https://github.com/imdiptanu/fbert

https://github.com/imdiptanu/fbert


Chapter 6

A Multi-task Aggression
Detection Framework using
Transformers

6.1 Introduction

The users in popular social media platforms can easily be exposed to aggres-
sive and hateful posts or comments. The openness of the platforms and the
sense of anonymity fuel the aggressive behaviors among the users. In the
past, aggression detection tasks were mainly dominated by machine learning
models aided by NLP techniques [27, 52]. In studies [63, 64, 105], researchers
noted that n-gram and skip-gram features capture a deeper understanding of
the text in automatic hate speech detection. Various deep learning models –
convolutional neural networks (CNN) and long short-term memory (LSTM)
networks are also developed for the task [4, 8, 36]. Inspired by the recent
success of BERT [28] in various NLP tasks, neural transformer models have
outperformed traditional deep learning models in post-level offensive and hate
speech detection tasks [83]. In SemEval 2019 Task 6 [110] identifying offen-
sive language in social media, Liu et al. [59] used a BERT-based model that
achieved the highest F1 score. Neutral transformer models also yield excel-
lent results in multilingual aggression detection where annotated datasets are
limited [81, 84, 112].

40



CHAPTER 6. MAD FRAMEWORK 41

Despite the recent success of transformer models for post-level offensive
and hate speech identification, the problem of word or token-level aggression
detection is understudied [66]. As discussed in the previous chapter, finer-
grain detection of toxicity may aid human moderators while reviewing flagged
contents in social media. Nonetheless, SemEval-2021 Task 5: Toxic Spans
Detection [73] introduces the task of token-level aggression detection. In this
study, we have proposed a highly efficient transformer model for token-level
toxicity detection. Furthermore, Ranasinghe and Zampieri [82] recently de-
veloped an open-source multilingual framework, MUDES, for offensive spans
detection using transformers.

Although we have separate state-of-the-art models for post and token-level
aggression detection, to the best of our knowledge, there are no models for the
detection of both post and token-level aggression at the same time. In this
study, we propose a robust multi-task learning framework, MAD, for both
post and token-level aggression detection using neural transformers. We fur-
ther hypothesize that a multi-task learning framework can share information
learned between the two objectives and apply that to achieve a similar or
better overall performance compared to a single-task setup.

6.1.1 Transfer Learning

Transfer learning has lead to various breakthroughs and improvements in com-
puter vision. In the past years, transfer learning is also used in NLP tasks
using pre-trained language models Universal Language Model Fine-Tuning
(ULMFit) [45], Embedding from Language Models [74], and has seen good
improvements over previous state-of-the-arts. The introduction of BERT [28],
a pre-trained language model that can be fine-tuned on downstream tasks,
has transformed many NLP tasks such as question answering, named entity
recognition, sentence classification. BERT is pre-trained on a large amount of
English Wikipedia and BookCorpus [115] datasets using unsupervised masked
language modeling (MLM) and next sentence prediction tasks (NSP) objec-
tives. The BERT architecture consists of 12 bidirectional transformers en-
coders with 768 hidden layers and 12 self-attention heads. Inspired by BERT’s
success, another optimized BERT version, RoBERTa [61], is proposed that is
pre-trained on 160 GB English data without NSP loss. RoBERTa outperforms
BERT’s previous state-of-the-art results in downstream tasks such as GLUE
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[103], RACE [55], SQuAD [77, 78] tasks.
Over the past years, the application of transfer learning proliferated in the

offensive language detection domain. Rizoiu et al. [88] used transfer learning
for detecting hate speech using Bi-LSTM and also proposed a single represen-
tation embedding for hateful contents. Transfer learning with transformers
has achieved state-of-the-art results in different offensive and hate speech de-
tection tasks where the datasets are limited [59, 69]. In [81], the researchers
used cross-lingual contextual word embeddings and transfer learning to de-
tect offensive occurrences in resource-scarce languages such as Bengali, Hindi,
Spanish. Transfer learning is also found to be effective in detecting hateful
statements in code-switched languages [79].

6.1.2 Multi-task Learning

Multi-task learning (MTL) [15] is a training paradigm where the model learns
multiple related tasks simultaneously from the data compared to the tradi-
tional single-task setup. Our choice of MTL is inspired by the notion that
MTL allows learning low-level representation of the data that can be shared
across different tasks. This can help information learned in one task to apply
to the other tasks. In multi-task learning, several parameters are optimized
concurrently for several objectives which may serve as a regularizer to gen-
eralize unseen data better. Additional information learned in simultaneous
tasks helps the model to avoid overfitting. Multi-task learning models have
also been proven to avoid sub-optimal solutions compared to a single objective
model [7]. Furthermore, MTL overcomes the requirement of a large amount
of data by sharing information among the related tasks and learning miss-
ing information for related objectives [15, 76]. However, MTL is not always
beneficial and may lead to detrimental performance if the relation between
the tasks is obscure. Moreover, it increases the training complexity and time.
Waseem et al. [106] note that the main task in MTL might not gain perfor-
mance increase if other auxiliary tasks are highly predictive. Nonetheless, in
our framework, we do not recognize any task as a “main task” and give equal
weightage to both the objectives. Furthermore, the class label of an instance
is highly dependent on the tokens that makes it toxic.

Multi-task architectures are employed in several machine learning fields –
computer vision [35, 114], various sub-tasks of NLP [23, 58, 60] and achieved
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exceptional results. The MTL architecture is also studied in hate speech and
abusive language detection. In [106] researchers found MTL vastly improves
the performance of post-level hate speech detection and the model strongly
generalizes unseen datasets. Recently, Kapil et al. [50] proposed a deep neural
network multi-task learning framework for hate speech detection. In another
study, Farha et al. [1] used sentiment prediction as an auxiliary task to detect
offensive and hate speech in an MTL setup using a CNN-Bi-LSTM model.
Past studies also exhibit the use of neural transformer multi-task learning
models that achieve competitive results in shared tasks [26, 29].

To the best of our knowledge, this is the first work exploring multi-task
learning for detection of both post and word-level aggression using neural
transformers. Furthermore, we propose a robust, open-source Multi-task
Aggression Detection (MAD) framework, that can classify post-level offen-
siveness and flag the tokens that makes the post toxic with high accuracy.

6.2 Multi-task Aggression Detection Model

Multi-task learning endows transferring information between related tasks that
increases performance when the annotated dataset is limited. Sharing infor-
mation between unrelated tasks may degrade the performance of the model,
also known as negative transfer [92]. The two tasks in this research are highly
correlated as token-level aggression determines the post-level annotation of
the text. Our multi-task learning approach is based on bidirectional neu-
ral transformer networks. We described the general transformer network in
Section 4.3.3. Hard parameter sharing is implemented by sharing the hidden
layers between both post and token-level tasks. The shared part includes a pre-
trained transformer language model that learns shared information among the
tasks by minimizing combined loss. Furthermore, finding the representation
that captures all the sub-tasks considerably reduces the chances of overfitting
[92]. The task-specific classifiers receive input from the last hidden layer of
the bidirectional transformer language model and predict the output for the
tasks.

Post-level Aggression Detection By utilizing the hidden representation
of the classification token presented in Equation 5.2 we predict the target
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labels (offensive/hate speech/normal) by applying linear transformation with
softmax activation.

ŷpost = softmax(h[CLS] ∗W[CLS] + b[CLS]) (6.1)

Token-level Aggression Detection We predict the token labels (toxic/non-
toxic) by applying a similar linear transformation over every input token from
the last hidden layer of the model.

ŷtoken = softmax(h ∗Wtoken + btoken) (6.2)

Optimization We train the model by minimizing the cross-entropy loss for
both tasks as defined in Equation 6.5, where ypost and ytoken represents the true
labels. We also introduced α and β parameters to calibrate the importance of
the tasks. As we give equal important to both the tasks and in our experiments
we considered α = β = 1.

Losspost = −
∑

ypost ∗ log(ŷpost) (6.3)

Losstoken = −
∑∑

ytoken ∗ log(ŷtoken) (6.4)

Lossoverall =
α ∗ Losspost + β ∗ Losstoken

α+ β
(6.5)

6.3 MAD: Multi-task Aggression Detection Frame-
work

Derived by the success of transformers in the post and token-level aggression
detection, we developed an open-source multi-task neural transformer frame-
work for both objectives. The core architecture of the framework is inspired
by MUDES [82] and built on top of a transfer learning framework, FARM1.
The framework has four main components – language modeler, transformer
collection, model ensembling, and model tuning. In our experiments, we found

1FARM transfer learning framework: https://farm.deepset.ai

https://farm.deepset.ai
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providing both the objectives equal weightage produces good results. Hence,
the loss function of the framework is defined as a mean of individual prediction
head losses. The post label classifier predicts the aggression on sentence level
in one of the following classes – offensive, hate speech, and normal. Conversely,
the token-level classifier takes sequential input from the last hidden state and
predicts output for each token. Toxic and non-toxic are two possible outputs
of the token-level classifier.

6.3.1 Language Modeler

Re-training language models on masked language modeling objective often
help models to capture nuances of unseen datasets and achieve good perfor-
mance in downstream tasks. In the MAD framework, we include a language
modeler that can run MLM on the given dataset and language model. By
default, the modeler masks 15% of the tokens randomly in the dataset and
considers a maximum sequence length of 512. The model weights can be
further stored and loaded in the transformer layer.

6.3.2 Transformer Model

There are multiple variations of neural transformers, e.g., BERT [28], RoBERTa
[61], XLNet [109], XLM-R [24]. Our framework is well generalized to support
different variations of transformers to analyze the performance of various lan-
guage models. Furthermore, locally stored models can also be loaded using
the framework.

6.3.3 Model Ensembling

Ensembling methods in machine learning is used to create an optimal predic-
tive model by using multiple base models. Model ensembling can be used to
make a robust and performant system over a single model [113]. The MAD
framework supports model ensembling using both random seeds and changing
model hyperparameters. A majority vote strategy is used to get the final pre-
dictions. Also, the framework can store individual model results for analysis.
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Figure 6.1: The two components of the MAD framework. Section A repre-
sents the language modeling part. Section B shows the multi-task aggression
detection classifier – the post label predicts post-level aggression (offensive,
hate speech, and normal); token label 0 and 1 denotes non-toxic and toxic
tokens respectively.
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6.3.4 Model Tuning

Tuning deep learning models is significant to achieve good performance. In
the framework, we expose a simple JSON-based API for defining model hyper-
parameters effortlessly. Furthermore, early stopping can be easily combined
with the desired number of steps and criteria.

The language modeler and MAD classifier of the framework are shown in
Figure 6.1. The code and framework are also publicly available for use on
GitHub2.

6.4 Dataset

Over the years, several offensive and hate speech datasets have been released
with post-level annotations [5, 27, 91, 111]. Toxic span is defined as the se-
quence of words that makes a post or post offensive. The SemEval 2021:
Toxic Spans Detection [73] task introduces a new dataset that has toxic span
annotations. The recently released HateXplain dataset [66], to the best of
our knowledge, is the first benchmark dataset with both post and token-level
annotations of hate speech and offensiveness. The dataset is collected from
Twitter and Gab, and annotated using Amazon Mechanical Turk3. Each in-
stance in the dataset is annotated by three annotators in three categories -
label (offensive, hate speech, and normal), rationales (tokens based on which
labeling decision was made), and target communities (the group of people that
are denounced in the post). The dataset contains 20, 148 posts (9, 055 from
Twitter and 11, 093 from Gab), out of which 5, 935 instances are hateful, 5, 480
are offensive, and 7, 814 are normal. The dataset also contains 919 undecided
posts, where all three annotators annotated the label differently.

Dataset Preparation For the task, we used labels and rationales from the
HateXplain dataset. A majority vote strategy, where half or more annotators
agree on an annotation, is used to determine the final annotation of the label
and individual tokens in the rationales. We removed the 919 undecided anno-
tations from the final dataset. The dataset is further split into 11, 535 train,
3, 844 dev, and 3, 844 test sets. The distribution of labels and tokens in the

2MAD Framework code: https://github.com/imdiptanu/MAD
3Amazon Mechanical Turk: https://www.mturk.com

https://github.com/imdiptanu/MAD
https://www.mturk.com
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Class Train Dev Test

Offensive 3,325 1,061 1,093

Hate speech 3,547 1,185 1,202

Normal 4,663 1,598 1,550

Total 11,535 3,844 3,845

Table 6.1: The distribution of hate speech, offensive, and normal instances in
train, dev, and test sets.

Token Train Dev Test

Toxic 22,224 7,493 7,561

Non toxic 248,054 82,622 82,432

Total 270,278 90,115 89,993

Table 6.2: Number of toxic and non toxic tokens in train, dev, and test sets.

Post: [<user>, keep, running, to, russia, you, nazi, sympathizer]
Rationales: [0, 0, 0, 0, 0, 0, 1, 0]
Label: Offensive

Post: [iron, fist, is, a, nigger, lover]
Rationales: [0, 0, 0, 0, 1, 1]
Label: Hate speech

Post: [expectations, are, a, bitch]
Rationales: [0, 0, 0, 0]
Label: Normal

Post: [yep, communist, nigger, fag]
Rationales: [0, 1, 1, 1]
Label: Hate speech

Table 6.3: Four instances from the dataset along with their annotations.

final processed dataset is shown in Tables 6.1 and 6.2. From the figure, we
can observe that the train, dev, and test sets follow a similar class imbalanced
distribution. Instances from the processed dataset are shown in Table 6.3.
The final processed dataset is available on GitHub4.

4Dataset used in MAD framework: https://github.com/imdiptanu/MAD/Data

https://github.com/imdiptanu/MAD/Data
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6.5 Methodology

To evaluate our proposed multi-task learning model, we setup two individual
tasks – post-level and token-level aggression detection, as baselines. The post-
level transformer model takes the complete sentence as an input and predicts
the aggression label – normal, offensive, or hate speech; the token-level model
predicts each token in the sentence whether the word is toxic or not.

We fine-tuned BERT and RoBERTa transformer models for the two base-
line models and a multi-task learning model using a maximum sequence length
of 128 and batch size of 16 with ensembling. Early stopping is also executed
if the validation loss did not increase over 10 steps. The models are trained
using a 16 GB Tesla P100 GPU over three epochs.

It is often beneficial to re-train the language model to better capture the
features of the new dataset before performing down-stream tasks. We re-
trained a BERT language model for 30 epochs on the training and dev in-
stances of the HateXplain dataset with a maximum sequence length of 512
and 0.15 MLM probability. We refer to the re-trained BERT model as BERT-
HTX. Derived by the performance increase across all the objectives, we further
re-trained BERT and RoBERTa models using HateXplain [66], HatEval [5],
and OLID [111] datasets; the shifted models are denoted by the H2O suffix.
The hyperparameters used for the models are reported in Appendix B.3.

6.6 Evaluation and Results

Given the imbalance in the number of instances in different classes and tokens,
we have chosen the macro F1 score as an evaluation measure across all the
objectives. For the post-level evaluation, we used a macro F1 score that is
computed as a mean of per-class F1 scores, shown in Equation 6.6. If the total
number of instances is n, the final aggregated F1 score A for the token-level
task is shown in Equation 6.7.

F1 Score =
F1(Offensive) + F1(Hate speech) + F1(Normal)

3
(6.6)

A =
1

n

n∑
i=1

F1(Per Instance) (6.7)
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Models
Individual MAD

Post-level Token-level Post-level Token-level

BERT 0.6809 0.8106 0.6858 0.8104

BERT-HTX 0.6907 0.8113 0.6913 0.8146

BERT-H20 0.6923 0.8133 0.6933 0.8167

fBERT 0.6930 0.8134 0.6932 0.8183

RoBERTa 0.6847 0.8110 0.6906 0.8120

RoBERTa-H20 0.6935 0.8139 0.6949 0.8145

Table 6.4: The macro F1 scores of different transformer models on the test
set.

In the result presented in Table 6.4, we observe that only the BERT trans-
former performs better in individual tasks. The re-trained language mod-
els achieve better results than the vanilla model across all the objectives.
The fBERT model achieves the overall highest macro F1 score for the token-
level aggression detection using the multi-task framework. Furthermore, the
RoBERTa-H2O model has achieved a macro F1 score of 0.6949 and 0.8145
in post-level and token-level tasking using the proposed multi-task learning
framework. That proves the robustness and efficiency of the proposed multi-
task learning framework. From the results, we can conclude that MTL can
achieve highly comparable performance to individual setups by sharing infor-
mation across tasks.

Metric (Avg.)
Individual Models

MAD Model
Post-level Token-level

RAM usage (GB) 2.21 3.39 3.21

GPU usage (GB) 6.18 6.55 8.33

Training time per epoch (Sec) 193.68 178.37 184.73

*Inferencing w/ GPU (Sec) 3.64 3.56 4.76

*Inferencing w/ CPU (Sec) 4.24 4.91 5.49

Table 6.5: Performance comparison of two individual models and MAD frame-
work model. *Inferencing 100 instances.

One advantage of multi-task learning is that it learns with fewer data by
sharing information across related tasks; hence it reduces the requirements
for a large labeled dataset [15, 76]. The two tasks in this study are highly
correlated as the rationales motivate the final label of the posts, and the MTL
models can learn good relational representations among the tasks. We further
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Figure 6.2: The test set F1 score with an increasing number of training in-
stances using BERT and fBERT models in post-level individual and MAD
framework multi-task setup.

Figure 6.3: The test set F1 score with an increasing number of training in-
stances using BERT and fBERT models in token-level individual and MAD
framework multi-task setup.

compared the MAD framework model performance with individual baseline
models when the number of training instances are limited. The plots of the
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test set F1 score and the increasing number of training instances presented in
Figures 6.2 and 6.3 show that fBERT constantly performs better than BERT
while varying the number of training instances in both post and token-level
aggression detection tasks. The result demonstrates the generalizability of
multi-task learning even when the labeled dataset is scarce. Furthermore, we
can observe that using fBERT in the MAD Framework outperforms all other
BERT-based approaches in both tasks. From the figures, we can conclude
that the multi-task learning setup performs much better when the training
instances are limited. The architecture can be highly effective in aggression
detection in low resource languages such as – Bengali, Hindi, Danish.

Furthermore, we compared the performance of individual baseline models
with our MAD framework models. The results of the comparison are shown
in Table 6.5. We can observe that the MAD framework model outperformed
combined individual models in every metric shown. A closer observation shows
that the multi-task model uses less RAM than the token-level model and
training time per epoch is also less compared to the post-level model. This
proves the robustness and efficiency of the MAD framework.

6.7 Discussion

Nowadays, offensive and aggressive content have proliferated on social media
platforms. In the past studies, highly performant automatic offensive and
hate speech detection models are proposed. In some recent research, more
fine-grained token-wise aggression detection is studied. We argue that we
can efficiently perform both post and token-level offensive and hate speech
detection using a multi-task learning architecture. The high correlation among
the label and rationales makes the task suitable for MTL, where the model
can learn and share information from related tasks.

In this study, firstly, we have shown that using multi-task neural archi-
tecture we can achieve better performance in both sentence and word level
aggression detection compared to individual models. We thoroughly exam-
ined the effects of two different transformer language models and the effect
of re-training the language models. We report that re-training transformers
on domain-specific datasets help the language model learn and generalize bet-
ter. Secondly, our experiments show the extensibility of the proposed MTL
architecture with fewer training instances. Third, we propose an open-source
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multi-task aggression detection (MAD) framework using neural transformers.
The framework supports language modeling and saving the weights to train
robust models for the purpose. We further compare the performance of the
proposed MAD framework in various metrics and determine that the MAD
framework uses fewer resources and time compared to the combined individual
models.



Chapter 7

Conclusion

7.1 Conclusion

Over the years, social media platforms have gained popularity across a large
number of users. People use these platforms to connect to friends and fam-
ily, share opinions, and news. However, the spread of offensive and hateful
content on social media is a longstanding problem. The sense of anonymity
on the internet further drives aggressive behavior. In some countries, there is
evidence of social media sparked violence against certain communities [6, 102].
Government institutions and companies are trying to keep the platform clean
and welcoming to everyone. Past researches proposed automatic aggression
detection using rule-based techniques to current state-of-the-art pre-trained
transformer models. However, supervised detection of offensive language is
dependent on human-annotated datasets. Due to the subjective nature of the
annotation achieving high consensus among annotators is difficult and varies
by annotator’s culture, geographies, background.

Dataset exploration aids the understanding of data by finding patterns,
relations, and anomalies. In the first exploratory work, we applied statistical
and neural topic modeling to extract topic-word distributions from three highly
popular offensive language and hate speech datasets. We found that the most
prominent topics in the dataset denote the keywords applied to compile the
dataset. Also, all three datasets inherently concentrate on three different
themes. We further showed that the top features from a supervised learning
model exhibit the same results as unsupervised learning.

54
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In the past, several benchmark datasets for offensive and hate speech de-
tection were released. However, the primary focus on these datasets is post or
document-level aggression detection. Current state-of-the-art models are lim-
ited to post-level toxicity detection and lack token or word-level indications.
The problem of fine-grain aggression detection is also presented in SemEval
2021 Task 5: Toxic Spans Detection [73]. We experimented with lexicon-based
word match, recurrent neural networks, and neural transformers. Word match-
ing algorithm achieved balanced results and served as a baseline performance
for evaluation. The RoBERTa language model outperformed other approaches
and achieved the highest F1 score of 0.68. We also submitted our system in
the SemEval 2021 competition [85]. The model can aid human annotators
while reviewing lengthy flagged posts or comments on social media.

Neural transformers have outperformed previous state-of-the-art models
in various NLP sub-tasks. The transformer models are trained on general
corpora such as Wikipedia, BookCorpurs and lack domain-specific informa-
tion. Recently, retrained transformer models are proliferating to solve domain
specific problems. In this study, we propose a shifted BERT model fBERT
adapted to social media aggression detection tasks. The fBERT is trained on
over 1.4 million offensive tweets collected from the SOLID dataset. We proved
the model’s effectiveness and portability across various shared tasks and of-
fensive language identification. We firmly believe that the model will boost
research on social media offensive language and hate speech detection tasks.

Even though there are individual models for automatic post and token-
level aggression detection using deep learning models. To best our knowledge,
we proposed the first multi-task learning approach for both document and
token-level aggression detection at the same time using neural transformers.
We evaluated our model using the recently released HateXplain benchmark
dataset. We concluded that the MTL approach could achieve similar or better
performance over individual models, specifically when the training resources
are limited. We further proposed the first publicly available robust multi-task
aggression detection (MAD) framework with transformers. The performance
of our MTL approach will serve as a baseline for future works in the domain.

In this study, we first explored various topics and features of popular
datasets in the offensive language identification domain. We proposed a ro-
bust token or word-level aggression detection model using transformers to help
human moderators while reviewing flagged social media posts. We adapted a
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BERT model for social media aggression detection tasks and demonstrated its
effectiveness across various datasets. We publicly released the fBERT model
to encourage further research on social media aggression detection. We took
a multi-task learning approach for both post and token-level aggression detec-
tion using neural transformers that may serve as a baseline for future study in
the field. Furthermore, we open-sourced a highly robust multi-task aggression
detection framework for public use.

7.2 Future Work

In terms of future work, we would like to experiment with neural topic models
– neural variational inference [67], BERTopic [40] models. Even though the
HateXplain dataset presents both post and token-level aggression annotations,
the dataset does not incorporate emojis. As emoji are highly used in social
media posts to express emotions, we would like to observe the performance
variations with emojis. The hierarchical annotation scheme presented in OLID
[111] is highly effective in explainable hate speech detection. We would like to
see the incorporation of the annotation scheme in other datasets as well.

Inspired by the performance gain achieved by offensive language-specific
fBERT, we further like to extend the work by proposing other shifted trans-
former models. We would like to evaluate the proposed multi-task architec-
tures on multi-domain and multilingual settings. Furthermore, we are inter-
ested in experimentation with an added layer of CNN or RNN on top trans-
former models proposed in the study.
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Appendix A

Topic Modeling Results

OLID - LDA

Offensive Instances

Topic-1: liberal, gun, control, people, conservative, trump, law, make,
democrats, hate

Topic-2: shit, antifa, maga, fuck, ass, say, bad, man, never, fucking

Normal Instances

Topic-1: gun, control, law, state, bill, government, school, shoot, crim-
inal, brexit

Topic-2: liberal, antifa, maga, conservative, right, go, people, trump,
vote, think

Table A.1: LDA topic modeling topics to top 10 words distribution for OLID.
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OLID - doc2topic

Offensive Instances

Topic-1: gun, shit, ass, fuck, people, antifa, fucking, bitch, know, get
Topic-2: liberal, trump, antifa, maga, like, make, ask, conservative,

right, people

Normal Instances

Topic-1: gun, get, like, people, control, know, think, well, take, love
Topic-2: liberal, control, maga, antifa, think, good, conservative, need,

make, see

Table A.2: Neural topic modeling (doc2topic) topics to top 10 words distribu-
tion for OLID.

HatEval - LDA

Offensive Instances

Topic-1: bitch, women, whore, hoe, cunt, get, fuck, ass, rape, girl
Topic-2: illegal, refugee, buildthatwall, immigration, migrant, country,

trump, maga, go, people

Normal Instances

Topic-1: woman, men, rape, bitch, hysterical, like, get, whore, fuck,
kitchen

Topic-2: refugee, migrant, immigrant, trump, child, work, home, coun-
try, via, new

Table A.3: LDA topic modeling topics to top 10 words distribution for HatEval
dataset.
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HatEval - doc2topic

Offensive Instances

Topic-1: hoe, get, bitch, ass, women, whore, girl, skank, stupid, cunt
Topic-2: illegal, buildthatwall, refugee, go, immigration, fuck, want,

trump , need, like

Normal Instances

Topic-1: women, men, rape, say, people, hysterical, cunt, right, whore,
girl

Topic-2: immigrant, migrant, say, men, immigration, refugee, child,
like, trump, cunt

Table A.4: Neural topic modeling (doc2topic) topics to top 10 words distribu-
tion for HatEval Dataset.

Davidson Dataset - LDA

Offensive Instances

Topic-1: bitch, hoe, get, nigga, like, ass, shit, fuck, know, lol
Topic-2: trash, faggot, white, right, cunt, go, say, people, love, kill

Normal Instances

Topic-1: bird, like, trash, yellow, lol, make, yankee, charlie, monkey,
colored

Table A.5: LDA topic modeling topics to top 10 words distribution for David-
son dataset.
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Davidson Dataset - doc2topic

Offensive Instances

Topic-1: bitch, like, hoe, get, nigga, fuck, shit, pussy, ass, lol
Topic-2: get, go, bad, love, say, trash, know, good, look, niggas

Normal Instances

Topic-1: trash, bird, charlie, like, make, brownie, ghetto, good, one,
monkey

Table A.6: Neural topic modeling (doc2topic) topics to top 10 words distribu-
tion for Davidson Dataset.



Appendix B

Hyperparameters

Hyperparameter BERT RoBERTa

Maximum Sequence Length 400 400

Learning Rate 2e-5 2e-5

Number of Epochs 3 3

Batch Size 16 8

Embedding Dropout Probability 0.1 0.1

Early Stopping Yes Yes

Model Ensembling Yes Yes

Table B.1: Hyperparameters for BERT and RoBERTa models presented in
Section 4.3.3
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Hyperparameter HE OE HSO TSD

Maximum Sequence Length 128 128 128 350

Learning Rate 3e-5 2e-5 3e-5 2e-5

Number of Epochs 3 3 4 3

Batch Size 16 8 32 16

Embedding Dropout Probability 0.1 0.1 0.1 0.1

Early Stopping Yes Yes Yes Yes

Model Ensembling Yes Yes Yes Yes

Table B.2: Hyperparameters for shared task performance comparison in Sec-
tion 5.4. HE: HatEval, OE: OffensEval, HSO: Hate Speech and Offensive
Language Detection, TSD: Toxic Spans Detection.

Hyperparameter
Individual

MAD
Post-level Token-level

Maximum Sequence Length 128 128 128

Learning Rate 3e-5 2e-5 2e-5

Number of Epochs 3 3 4

Batch Size 32 32 32

Embedding Dropout Probability 0.1 0.1 0.1

Early Stopping Yes Yes Yes

Model Ensembling Yes Yes Yes

Table B.3: Hyperparameters of the models shown in Table 6.4
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