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Abstract

The massive integration of cores in multi-core system has enabled chip designer

to design systems while meeting the power-performance demands of the applications.

However, full-system simulations traditionally used to evaluate the speedup with these

systems are computationally expensive and time consuming. On the other hand, an-

alytical speedup models such as Amdahl’s law are powerful and fast ways to calculate

the achievable speedup of these systems. However, Amdahl’s Law disregards the com-

munication among the cores that play a vital role in defining the achievable speedup

with the multi-core systems. To bridge this gap, in this work, we present PaSE a

parallel speedup estimation framework for multi-core systems that considers the la-

tency of the Network-on-Chip (NoC). To accurately capture the latency of the NoC,

we propose a queuing theory based analytical model.

Using our proposed PaSE framework, We conduct a speedup analysis for multi-

core system with real application based traffic i.g. Matrix Multiplication. the multi-

plication of two [32x32] matrices is considered in NoC based multi-core system with

respect to three different cases ideal-core case, integer case (i.g. matrix elements

are integer number), and denormal case (i.g. matrix elements are denormal number,

NaNs, or infinity). From this analysis, we show how the system size, Network-on-Chip

NoC architecture, and the computation to communication (C -to-C ) ratio effect the

achievable speedup.

To sum up, instead of the simulation based performance estimation, our PaSE

framework can be utilized as a design guideline i.g. it is possible to use it to under-

stand the optimal multi-core system-size for certain applications. Thus, this model

can reduce the design time and effort of such NoC based multi-core systems.
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Chapter 1
Introduction

1.1 Motivation

As the computational complexities have been increasing, there is a demand to

produce powerful computers Such computers used in the fields of astrophysics, bioin-

formatics, weather forecasting. The processors that have used to run these computers

have been developing within time. As per Moore’s law, the number of transistors has

been increasing in a single chip on a massive scale [1]. The traditional way to run

theses processors and achieve better performance is carried out by increasing the

operation clock frequency. However, this has reached to a limited point due to the

increasing in the power dissipation because the power dissipation is proportional to

the operation frequency. As a result, chip designers have shifted to multi-cores sys-

tems. With the scaling of CMOS technology, multi-core systems have become the

de facto design choice to meet the power-performance demands of the applications.

Although, these systems now include as many as eight cores (e.g. Xeon Processors)

to hundreds of cores [2], this number is predicted to scale up to 1000 of cores in near

future [3].

To study the achievable speedup with small multi-core systems (e.g. tens of cores),

full-system simulation frameworks are traditionally deployed. The full-system simu-

lations require detailed modelling of the multi-core architecture such as core archi-

1



CHAPTER 1. INTRODUCTION

tecture, memory hierarchy and coherency schemes [4]. Furthermore, to capture the

interaction between the cores that execute the application in parallel, these simulators

also model the interconnection fabric between the cores.The conventional approach

to tackle data communication within multi-core system is the global crossbars or the

shared bus. This approach scales unsteady With the increasing number of cores in

multi-core system. Therefore, the interconnection between the increased cores drives

the need to have a modular-efficient interconnection network-on-Chip (NoC) [5]. NoC

architectures can be used to provide the communication requirement for the future

increasing of cores in which data have routed across these networks by using switches.

Although a bus based interconnect is traditionally used for small scale multi-cores,

due to the scalability issues, Network-on-Chip (NoC) architecture are used to provide

the communication infrastructure in large multi-core systems [6]. Hence, the full-

system simulators account for the latency of the NoC while evaluating the speedup

with multi-core systems. However, such full-system simulation is time consuming and

computationally expensive. The situation exacerbates as the system size increases to

a few hundreds of cores [7]. On the other hand, analytical speedup models such

as Amdahl’s law [8], and Hill and Marty model [9] are fast and powerful ways for

evaluating the achievable speedup without any detailed system level modeling. Un-

like the full system simulators, analytical models like Amdahl’s law [8] neglect the

communication overheads. However, the NoC plays a vital role in defining the per-

formance, power and area of the multi-core systems [7]. Hence, to accurately capture

the achievable speedup for the multi-core systems, analytical models should consider

the NoC latency while determining the execution time or speedup of the parallel ap-

plications. For this reason, in this thesis, we present a Parallel Speedup Estimation

(PaSE) framework to analytically model the achievable speedup for parallel systems

like multi-core processors while accounting for the NoC latency.

An overview of the proposed PaSE framework is shown in Figure 1.1. The pro-

2



CHAPTER 1. INTRODUCTION

Figure 1.1: Overview of the proposed PaSE framework for Speedup evaluation.

posed PaSE framework contains two models: the network latency model and the

speedup model. The models take the application profile, the NoC architecture, the

traffic pattern and the core architecture of the multi-core processor as inputs and

computes the speedup (S ) for the NoC based multi-core system. The latency model

determines the NoC latency based on the NoC architecture (i.e. topology, router

microarchitecture, and interconnect technology, and network size), and the traffic

pattern. In this work, to analytically determine the latency of the NoC, we propose

a queuing theory based NoC latency model. To validate the proposed latency model,

we compare the latency values from the model with that of a cycle accurate NoC

simulator for different NoC architectures and traffic patterns. We then propose an

analytical model to compute the speedup of parallel applications on a NoC based

multi-core system. As a case study, we present the speedup for a data parallel appli-

cations of matrix multiplication. From this study, we domesticate how the speedup is

dependent on the NoC topology, System Size, and Computation-to-Communication

3



CHAPTER 1. INTRODUCTION

(C − to− C) ratio of the application running on multi-core system.

1.2 Thesis Contribution

The following points summarize contributions made during the work of this thesis:

• Proposed network latency model using queuing theory. (M/M/1/K queue model

has been used to estimate the value of waiting time at each switch. Then,

the total latency of the network has evaluated with the help of calculating the

effective hop counts that the message will go through in its path from the source

node to the destination node. After that, we explore the proposed latency model

with different network topology (Mesh, Folded Torus, 3D Mesh, and Small-

world), different traffic pattern (Uniform, Hotspot, and Matrix Multiplication),

varying network size, and varying the injection rate of flits per core per cycle.)

• Investigate the validation of the proposed NoC latency Model. (We have run

a cycle accurate NoC simulation to validate the results of the proposed model.

We compared the simulation and model results with different traffic injection

pattern, varying the injection rate of flits per core per cycle, and different NoC

topologies.)

• Present a comparison with other NoC latency models. (We compared our pro-

posed latency model with the other NoC latency model that were also derived

using queuing. From this comparison, we found that our proposed latency

model shows better NoC latency estimation.)

• Present the novel of Parallel Speedup Estimation (PaSE) framework.(PaSE can

analytically model the achievable speedup for parallel system like multi-core

processors taken into account the network latency which also estimated in the

thesis using M/M/1/K queue model.)

4



CHAPTER 1. INTRODUCTION

• Present a case study using our PaSE framework. (We present a case study

of multi-core speedup with data parallel application i.g. Matrix Multiplica-

tion. From this study, we shows how the network size, NoC architecture, and

computation-to-communication effect the total achievable speedup.)

• Present a comparison with other proposed speedup model. (We compared our

PaSE framework with other proposed speedup model. From this comparison,

PaSE shows a better results and reassembly closed to the simulation results.)

1.3 Organization of The Thesis

This thesis is organized in five chapters. A brief information about each chapter

is mentioned below:

• Chapter 1. Introduction : introduces the motivation behind the work that

has been performed toward completing this thesis. Then, it states the contri-

bution of this thesis and thesis organization.

• Chapter 2. Background and Related Work : explains the trend from sin-

gle chip to multiple cores systems and Network on-Chips .Then, it describes the

previous works that have been done to estimate the speedup after paralleliza-

tion. It reports most of the works that have been done to extend Amdahl’s law.

Thus, it eventually states the reason why the work of this thesis is valuable and

beneficial in the field of estimating the speed up of the parallel system. Also,

this chapter shows list of the previous work that have done to estimate network

latency.

• Chapter 3. The Proposed Latency Model : describes proposed method

to estimate the latency of the network using queuing theory. Then, it shows the

analysis for the proposed NoC latency and validation for this analysis. Also, in

5



CHAPTER 1. INTRODUCTION

this chapter, we show a comparison between our NoC latency model with other

NoC latency models that were previously published which were also proposed

based on using queuing theory.

• Chapter 4. The PaSE Framework : introduces the proposed Parallel

Speedup Estimation PaSE along with accounting the network latency. Also,

it presents a speedup analysis for multi-core system with real application based

traffic i.e. Matrix Multiplication. From this analysis, we show how the network

size, NoC architecture, and computation-to-communication effect the speedup.

• Chapter 5. Conclusion and Future Works : mentions a brief summary

about the work of this thesis and the obtained results. It also point out the

future work.

6



Chapter 2
Background Information and Related Works

This chapter has two sections. The first section describes in details the reasons of

emerging Network-on-chip in the multi-core system-on-chip (SoC). The second section

has a brief clarification about the related works that have been done to estimate the

speedup for parallel systems such as Amdahl’s law which is the base for our proposed

Parallel Speedup Estimation PaSE. Also, it shows a summary for other works that

have been done to estimated NoC latency based on using queuing theory.

2.1 Background Information

2.1.1 Multi-core System On-Chip (SoC).

With the technology’s scalability, the number of transistors fabricated on a single

chip is going to increase. This is in accordance with Moore’s law as it states that

the number of transistors in integrated circuits have been doubling every eighteen

months [10]. Figure 2.1 shows the increase in the transistors counts with time per

Moore’s law. Traditionally, a better performance of the processor can be achieved by

increasing the operating clock frequency. Based on power formula Power = V 2
s FC

where Vs is the voltage supply, C is the effective switched capacitance, and F is the

operation frequency, it is certainly obvious that clock speed is directly proportional

to the power consumption. Thus, any increase in the clock frequency rate will lead to

7



CHAPTER 2. BACKGROUND INFORMATION AND RELATED WORKS

Figure 2.1: Transistors counts against dates of introduction in accordance with Moore’s
law [1]. The number of transistors in an integrated circuit is doubling every eighteen months.

a massive increasing in power dissipation. Therefore, the increase in operation clock

frequency speed to achieve better performance has reached to its boundary limit. As a

result, chip designers have examined a promising alternative method that can be used

to get better performance with a agreeable power dissipation. These have approved

to be obtained by using multi-core chips instead of single core system. The reason

for that is because the capabilities of the parallel computing which make multi-core

faster while operating at the same clock speed. Furthermore, comparatively, achieving

better performance at moderate clock speed make multi-core chips ideal to use with

lower power dissipation.

The Traditional architecture to interconnect multiple cores on-chip and achieve

8



CHAPTER 2. BACKGROUND INFORMATION AND RELATED WORKS

better performance is the shared medium arbitrated bus [11]. There is a couple of

bus interconnect architectures that can be used to integrate IP blocks such as ARM

AMBA [12], Wishbone [13],and IBM CoreConnect [14]. Unfortunately, these shared

bus interconnects does not scale as the system size increases due to the increase

in the parasitic resistance and capacitance. Furthermore, adding more IP blocks

to the bus can cause in increasing the parasitic capacitance thereby increasing the

propagation delay. Therefore, using shared bus in the interconnection between IP

blocks is eventually limiting the system scalability [15]. With the high demand for

the modern systems which integrate hundreds of IP blocks while maintaining the

delay of the global communication, chips designer have explored an alternative way

for global interconnection across a chip. Network-on-Chip interconnects paradigm was

found to be the promising architecture for global communication within IP blocks.

2.1.2 Network-on-Chip ( NoC )

The influential disadvantage of using multi-core chips is the not scalability of the

global wire delays. Global wires are used to carry the signals in multi-core chips.

These wires does not scale in length as the technology scale, and their delay increases

significantly [16]. Their delay can exceed multiple clock cycles even after insertion

repeaters. It clearly demonstrated that, in ultra-deep submicron processes, 80 percent

of delays of the critical paths are because of interconnections [17], [18].

As the future generation of multi-core system will contain hundreds or even thou-

sands of IP cores integrated on a single chip, the length of the global wire to connects

those cores will significantly increase. This has resulted in massive increasing inter-

connect communication delay and thereby limits the system scalability. Therefore,

there is a need to have a scalable interconnection network that can be utilized to

integrate more and more IP block cores without limiting system scalability. This can

be achieved by using on-chip interconnection network. With this interconnection,

9



CHAPTER 2. BACKGROUND INFORMATION AND RELATED WORKS

Figure 2.2: Typical Network-on-Chip NoC architecture with Mesh topology.

the IP block cores could separate from the communication network which provides

a plug-and-play system. The new paradigm of designing a scalable interconnection

network is called Network-on-Chip (NoC) [5].

Figure 2.2 shows a simple NoC architecture in which it can be seen that it con-

sists of the following components: IP cores, switches, and inter-switch links. With

NoC system, global wires have replaced with a logic network, and the data is routing

across the network through switches and links. For routing theses data, there are dif-

ferent types of switching, namely Circuit Switching, Packet Switching, and Wormhole

Switching [19].

Among these switching technique, Wormhole switching has been adapted in this

thesis due to the smaller network area and more efficient of network utilization. In

10



CHAPTER 2. BACKGROUND INFORMATION AND RELATED WORKS

Figure 2.3: Overview of Network-on-Chip NoC switch architecture.

wormhole switching, the packet has broken into smaller units called flits which are

header flit and body flit. The size of each flit is determined so that they can traverse

between any two adjacent switches within certain clock cycle. The first flit of the

packet which is the header flit contains routing information used to establish the

path of the entire packet from the source node to destination node. The rest of the

flits follows the header flit to their final destination in a pipeline fashion [19]. The path

setting up by the header flit may block by other communication of other nodes e.g.

the path could be reserved by a particular packet till it is completely transmitted.

To overcome this problem, virtual channel buffers have introduced. NoC switches

have virtual channel buffers to store the flits until the path is available to send them.

Figure 2.3 shows an overview of the structure of NoC switch with input and output

virtual channels.

2.1.3 Network-on-Chip NoC Topology

Network topology determines how many hops i.g. routers in the network that

the packet must traverse to reach the final destination as well as the interconnect

lengths within these routers. Thus, Selecting NoC topology plays a significant role

in determining the system performance. In last few decades, many NoC topology

has been explored. They can be classified as direct or indirect topologies. In direct

11



CHAPTER 2. BACKGROUND INFORMATION AND RELATED WORKS

Figure 2.4: Network on-Chip ( NoC ) topology architectures [54] where (a) and (d) are
examples of indirect topologies while (b), (c), (d) and (e) are examples of direct topologies.

topology, every router or switch is directly connected to end node which is the source

or destination of packets. In indirect topology, nodes could serve as a direct IP core

with an associated router or intermediate node help transferring the packet across

terminal nodes. Figure 2.4 shows direct and indirect NoC topology.

Among these topologies, Mesh and Folded Torus topologies have been considered

in this thesis for experimentation due to their widespread use in NoCs. Mesh topology

has been proposed in [20] as NoC architecture in which this design consists of m x

n switches interconnecting IP blocks cores. The number of switches in this topology

is equal to the number of IP blocks. Every switch is connecting to four neighboring

switches, and one connects local IP block except the ones at the edge. Furthermore,

the links between switches or between switch and IP block consist of two unidirectional

interconnects. Another topology has been considered in this thesis is Folded Torus

topology [21] as NoC architecture. Folded Torus topology is similar to the Mesh

12



CHAPTER 2. BACKGROUND INFORMATION AND RELATED WORKS

topology expect that it has a wrap around links in the switches at the edge. This has

resulted in having five ports for every switch, four to connect with the neighboring

switches and one to the local IP blocks. Mesh and Folded Torus both are example of

NoC regular topology. In addition to these regular topologies, we considered in this

work irregular NoC topology such as Small-world networks in [22].

2.1.4 Emerging Interconnects

As the technology continues to scale down, the interconnects wire are getting

thinner and thinner resulting in increasing its resistance. The increase in resistance

can lead to significant increase in power dissipation and latency. According to the

International Technology Roadmap for Semiconductor (ITRS), interconnects are the

major bottlenecks to overcome the power-performance barrier in the future genera-

tion. Increasing in power consumption can lead to a high on-chip temperature which

in turn compromises the performance and reliability of the chip [23]. Hence, it is clear

that the challenges facing future chips are the scalability of on-chip interconnects.

Because of that, different interconnect technologies has been proposed to improve

the performance of the traditional NoC interconnects such as three-dimensional inte-

gration, photonic interconnects, and multi-band RF (wireless) interconnects [24], [25].

These new approaches are considerd the promising paradigms that are capable of im-

proving the power dissipation and the performance of the NoC design.

In three-dimensional integration interconnects, multiple active layers have inte-

grated onto a single chip. The main advantage of this interconnects is that it reduced

the hop counts due to the reduction in length and number of global interconnects.

Another benefit of 3 D integration of chips is that two different technologies can be

connecting with each other. However, due to the small footprint, the power density

of 3-D interconnects would be high thereby high-temperature dissipation [26] which

in turn requires cooling mechanisim [27]. Furthermore, fabricating 3D chips has sets
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Figure 2.5: Network-on-Chip NoC 3D Mesh based architecture [34].

of issues with inter-layer alignment, bonding, and inter-layer patterning [26] resulting

in high risk of manufacturing defects.

In photonic interconnect technology, optical interconnects are used instead of tra-

ditional global interconnect to transmit data within switches [28]. The transmission

of data is carrying at the speed of light. Therefore, photonic interconnects has an

advantage of having low latency with a high bandwidth. Also, due to the extremely

data loss, optical interconnects is considered a reliable data transmission. The dis-

advantage of this interconnects is that it is hard to integrate photonic interconnects

with silicon devices.

In wireless interconnects, switches are equipping with a wireless link that contains

antenna and transceiver [29]. Using this interconnect, different NoC architectures has

been proposed [30], [31].This has lead to transmit the traditional multi-hop intercon-

nects with a single-hop long distance shortcut. Several recent studies have found that

wireless links can significantly improve chips performance and better power consump-

tion [32], [33]. The issue of wireless interconnects is that the fabrication of carbon

nano tube antennas faces sets of problems much higher that CMOS process.

As an example of using an emerging topology, in this thesis, we have considered
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3D Mesh topology [34]. With this topology, every switch has seven ports four to the

coordinated direction e.g. for North, South, East, and West, one to the local core,

and two to the above and below connection with other cores. 3D Mesh topology can

be seen in Figure 2.5.

2.1.5 Network-on-Chip NoC Traffic Pattern

NoC traffic pattern plays a significant role in evaluating NoC performance because

it indicates the destination core for the message in the network. In this thesis, we have

consider two type of traffic patterns. The first traffic pattern is the most frequently

used in NoC network which is Uniform distribution of packets [35]. In this traffic, any

node in the network can send a packets to all other network with equal probability

i.g. any core in the network have equal probability for being the destination for the

packets sending from node i. This probability does not include the probability for

any node in the network that sending packets to them self due to the fact that if

that happened, packets transfer will not use the network thereby it does not have any

effect on the network latency. Secondly, we have considered two nonuniform traffic

pattern Hotspot [36] and Matrix Multiplication. In Hotspot traffic pattern, all nodes

in the network send packets to one single node i.g. there is one master core in the

network who receives packets from all other core. Sometimes the hotspot core receives

X% of packets from other cores while the remaining portion of packets distributed

uniformly with the other network cores. With Matrix Multiplication Traffic pattern,

packets follow the behavior of the normal multiplication algorithm of two matrices in

their choosing the destination core in the network.

2.2 Related Works

When designing a certain NoCs, there is a trade-off between multiple competing

metrics such as lowering power consumption, minimizing packets transferring latency,
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and reducing area overhead [37]. These NoC parameters have typically evaluated

from doing simulations based analysis. Also, to evaluate the achievable speedup, full

system simulation is typically executed which takes into account the latency of the

NoC. Getting the performance of NoCs and the speedup based on simulation analysis

is considered a time consuming especially when the size of the network is increasing.

Therefore, it is more significant to have an approach that can be used to know the

design metrics earlier before the simulations have undertaken.

Analytical based models are considered as an alternative approach to simulation-

based analysis to estimate NoCs performance metrics and the performance gain. In

general, any analytical model is built based on particular theoretical assumption. The

validity of these models are relied on how this theoretical assumption have taken from

the real world. Therefore, by understanding NoCs topology scenarios, an efficient and

reliable analytical model can be created to calculate the performance metric. This can

save chip designers a considerable time to reasonably estimate the overall performance

metrics. Thus, chip designers could focus more and more to come up with feasible

designs.

In the next subsection, we will state some of the previous works that has been

done to estimate the achievable speedup and the NoC latency models.

2.2.1 Amdahl’s Law

In 1967, Gene Amdahl defined his law to predict the theoretical speedup of the

performance improvement in parallel computing [8]. Amdahl’s law states that if the

portion of any execution of a specified task P can be parallelized by a factor N, and

the remaining part can not be improved and remain entirely sequential, Then, the

part that is not getting changed of the task would dominate the overall performance.

Even after excessive improvement of the reform part of the computation task, the

effect of this amelioration will have a little effect and have resulted in the sequential
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Figure 2.6: Amdahl’s law clarification in parallel computing.

part dominance of the gain performance.

Amdahl’s law is established as a particular case of using N processors in parallel

instead of single-processor utilization for achieving large-scale computing capabilities.

Assuming that P be the portion of the task that can be parallelized, N is the number

of processors, and S is the part that remains entirely sequential, Then the processing

speedup by Amdahl’s law on N processors declares in equation (2.1). This equation

resulted from the definition of the speedup of a task execution in parallel computing

since it is defined as the sequential execution time over the parallel execution time.

Figure 2.6 shows a clarification of Amdahl’s law.

Speedup =
1

S + P
N

(2.1)

Several significant facts can be revealed from Amdahl’s law. One fact is that

when the portion of the task that can be executed in parallel is small, optimization

will have a little impact on the speedup. Furthermore, the sequential part of the

execution is limiting the speedup even if the number of the processors approach
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infinity. This means that the increase in the speedup of any implementation of a task

will be bounded by the 1/S. Amdahl’s law is playing a fundamental role and serves

as a guideline in the parallel computing. However, it is not suitable to apply it for

the modern Network-on-Chip NoCs architectures. This is because the analysis of the

network communication has not involved in Amdahl’s law. If it is incorporated with

this model, it become more precisely to predict the speedup on multi-core system.

2.2.2 Extension of Amdahl’s Law in Multi-core System

Amdahl’s law has been further analyzed in [38] regarding the scalability of multi-

core architectures. Authors come up with a three speed up models, fixed-size model,

fixed-time model, and memory-bounded model. These models analyzed based on

the symmetric multi-core architecture in which all cores are identical. Although

Amdahl’s law state that speedup metric will be fixed by the sequential part of the

architecture, the theoretical analysis of their models demonstrates that multi-core

architecture is scalable for the large-scale parallel processing. This from the scaled

computing view can provide an insight into the designing of a large-scale multi-core

architecture and break down the view of limited scalability of multi-core architectures

in the industry. However, the three speed up models are not considered the detail of

the interconnection between cores.

Another extension for Amdahl’s law studied by Gustafson in [39]. In this work,

the author investigated the assumption of fixed size problem which was assumed by

Amdahl’s law and argued that it is a run-time problem. This hypothesis is because

of in almost all application, the need for more cores is required to solve large complex

calculation. Thus, the parallel fraction of total computation of the tasks will get

increased and scale linearly with the number of cores. In [40], authors formulated a

Generalized Scaled Speedup Equation (GSSE) which incorporates both of Amdahl’s

and Gustafson law. Then, Authors applied both of Amdahl’s law, Gustafson law,
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and GSSE to the area performance model developed by Hill and Marty in [9] with

symmetric, asymetric, and dynamic multicore architectures and found that different

results obtained. However, authors assumed that the performance has limited by the

area. Therefore, many constraints can be incorporated into to extend this model such

as power, workload behavior, and how the parallel fraction scaled with problem size.

Hill and Marty in [9] extend Amdahl’s law by constructing a simple model that can

be utilized to calculate the overall speed up for different multi-core chip architectures:

symmetric core, asymmetric core, and distributed core systems to the use of one single

core. This extension has been fulfilled by adopting Amdahl’s law to generate a distinct

model employed for each system of multi-core. The proposed models have been

playing an important role in the parallel computing and multi-core area. However, the

models that Hill and Marty come up with have some weaknesses. This is because the

communication latency resulting from the developing NoCs network is not considered

in those models. In spite of the limitation in those models, it certainly clear that

this work has successfully encouraged multi-core designer to investigate the entire

performance of the chip instead of focusing on the core abilities.

Hill’s and Marty’s work in [9] is used over the years by researchers as the basis for

modeling new equations to predict the performance of future multi-core architectures.

For example, Yao, Bao, Tan, and Chen in [41] have theoretically investigated Hill

and Marty work to come up with a general framework models. These comprehensive

models can be used by multi-core designers to determine the overall performance

architecture. Despite this enormous effort, Authors have not derived such a powerful

model because many performance factors have been removed from the model including

the communication cost by the system.

In [42], authors investigated Amdahl’s law to obtain an analytical expressions for

the optimum frequency, voltage supply, and energy. However, none of these proposed

model consider the communication latency between the cores in a multi-core system.
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In [43], authors proposed a speedup model considering the communication latency

in a multi-core system. However, authors considered a simple latency model which

neglects the contention delay in the NoC routers. Hence, in order to capture the

effect of the NoC in multi-core speedup it is necessary to accurately estimate the

NoC latency. Therefore, we proposed PaSE framework to analytically estimate the

speedup for parallel systems such as multi-core taken into consideration the accurate

estimation of the network latency.

2.2.3 Network-on-Chip NoC Latency Models

Table 2.1: Comparison between the proposed latency model and lists of the previous
latency models that derived based on using queuing theory.

Queue type Arrival Service Buffer size Reference

M/M/1 Poisson Exponential Infinite [44]

M/G/1 Poisson General Infinite [45]

G/G/1 General General Infinite [46]

M/G/1/K Poisson General Finite [47]

G/G/1/K General General Finite [48]

M/M/1/K Poisson Exponential Finite Proposed in this work

Many latency models have been proposed in recent years to estimate the latency

of NoC architectures. In [49] authors have proposed a machine learning technique

based NoC latency model called SVR-NoC. Although, such work is unique and shows

promising results, the large training set required to precisely calculate the latency for

different NoC architectures and traffic patterns is difficult to generate. Consequently,

many of the NoC latency models are based on queuing theory. These works can be

broadly classified in two categories: i) infinite buffer capacity queuing systems and ii)

finite buffer capacity queuing systems. For example, in [44], [45], and [46], authors

proposed NoC latency models considering M/M/1, M/G/1, and G/G/1 queues re-
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spectively with infinite buffer capacity. However, the number of virtual channels in a

NoC router is limited (i.e. finite buffer capacity) due to power and area constraints.

On the other hand, authors in [47] and [48] proposed M/G/1/K queue and G/G/1/K

queue based latency model with finite buffer capacity. However, in the NoC routers,

the arrival and departure of packets follows a Poisson distribution [50]. Consequently,

the service time in the NoC routers should follow an exponential distribution as the

time interval between Poisson events are characterized to be exponential. Hence, as-

suming general distribution for the service time will result in limiting the accuracy of

the latency model. Therefore, to accurately capture the NoC latency, in this paper,

we propose an analytical model based on M/M/1/K queuing systems. A compara-

tive difference between the latency model proposed in this work and existing works

is presented in Table 2.1. Our proposed latency model is formulated based on the

following: Poisson distribution of the arrival rate of flits, exponential distribution of

router service rate, and finite buffer size. Then, using this latency model we propose

a framework for evaluating the speedup of multi-core systems.
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Chapter 3
The Proposed Latency Model

The proposed latency model utilized to analytically determine the average latency

for the NoC based multi-core systems. This model has been estimated using queuing

theory. Since the queuing theory is the mathematical study for the queues in which

it can be utilized to estimate the waiting time in the queuing systems as well as the

queue length , there are some notations and assumption should take into consideration

to tackle NoC latency with this theories. Therefore, In this chapter, we started by

discussing the basic assumption and an introduction to queuing theory along with

the proposed latency model in details. After that, we used our model to estimate

the packet latency for different NoC topologies, system sizes, and injection rate of

flits per core per cycle. Then, we validate our result with those from running cycle

accurate NoC simulator. We also show a comparison with the recent NoC latency

works that have been proposed using queuing theory.

3.1 Basic Assumptions and Notations

In this work, we consider multi-core system to be symmetric (i.e. all the cores

are identical). Each core is considered to be connected with a NoC router through

a network interface. The NoC routers implement shortest path based deterministic

routing algorithm [51] along with virtual channel (VC) based wormhole flow control

mechanism [19].
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The communication among the cores occurs in form of packets where the packets

are divided into multiple flow control units (flits). The header flit (i.e. first flit of the

packet) contains the routing information and the body flits simply follows the path

set by the header flit. The number of bits in a flit (i.e. flit size) is considered such that

they can be transmitted between two adjacent routers in one clock cycle. Moreover,

we consider a constant packet size represented as M in Table 3.1 along with other

notations used in this thesis.

3.2 Queuing Theory

Queuing system can be described as customers are arriving to server to get service.

They might spend some time waiting at the queue if the server are busy with serving

other customers. Then, customers are leaving the queue after getting service. Queuing

theory is a mathematical description for such systems in which we can use it to solve

the queue problem and get system performance. Thus, It can be used to predict the

queue length (i.g. how many customers are waiting in the queue to get service) and

the waiting time in the queue.

To describe any queuing system, Kendall’s Notations [52] have been utilized. With

this notations, any queuing system is specified based on six parameters in the form

A / B / m / K / n / D. The definition for each single notation is as following

• A : the distribution of the arrival rate to the queuing system.

• B : the distribution of the service rate of the servers.

• m : number of servers.

• K : system capacity, the maximum number of customer that the queuing system

can acquire.
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Table 3.1: List of notations used in this thesis.

Parameter Explanation

Lt Average Network Latency.

Lh Average latency of the header flits.

Lb Average latency of the body flits.

M Message Length.

C Topology of the NoC.

N Network size.

N Expected steady-state number of packets in the buffers.

K Buffer size.

ρ Traffic intensity for each router.

λ Arrival rate of packet.

µ Service router rate.

Pn The probability that n flits in the buffers.

T(i,j) Traffic injection pattern.

hij Length of the path from node i to node j.

S Serial subtask portion of the program.

P Parallel subtask portion of the program.

Tc Computation time of the task.

Rp Router pipeline stage.

OI Number of instruction I.

CI Cycles for the instruction I.
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• n : population size, it states whether the system service infinite or finite number

of customer.

• D : service discipline, it shows the order or the rule that next customer will

receive service. The most common service discipline is First in First out or

FIFO.

Queuing theory has been utilized in this thesis to estimate the waiting time Wt

for the packet in the input virtual channels VCs including the service time by the

router. This will be explained in detail in the calculation of the NoC latency in next

section.

3.3 Latency Model

Based on the NoC architecture and the traffic pattern, the latency model de-

termines the average time elapsed for the packets to traverse from the NoC router

connected to the source core to the NoC router connected to the destination core (i.e.

packet latency). As packets are divided into header and body flits, the packet latency

contains both the delay for the header flit and body flits. The packet latency Lt can

be calculated based on.

Lt = Lh + Lb (3.1)

Where, Lh is the total time for the header flit to traverse from the NoC router

connected to the source core to the NoC router connected to the destination core,

which includes the time spent at the all intermediate routers in the path. This is

alternatively known as path-discovery latency. Therefore, to determine the average

time for the header flit, both the waiting time at the routers as well as the effective

number of hops He in network is required. The effective number of hops can be

determined from the NoC topology as shown in next subsection. Therefore, the
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latency of the header flits can be calculated by the following equation.

Lh = (Wt +Rp) ∗He (3.2)

Wt is defined as the service time for the header flit including the waiting time in

the queue ( i. g. it includes both of the waiting time at the buffer and the service time

by the routers ). Also, because of the Rp-stage pipelined router design, n cycles have

been added to the Wt for fully service the header flit. Due to wormhole switching,

once the header flit is transmitted, the body flits will follow it in a pipeline fashion.

Therefore, the latency for the body flits with a packet size M is given by

Lb = M − 1 (3.3)

As a result, the only unknown parameters that required to calculate the total

average network latency for the message are Wt and He. Both are estimated in the

following subsection.

3.3.1 Determination of Expected Waiting Time

The expected waiting time Wt for the header flit is the time that it must wait in

the input VCs before it is routed to the output VC of a NoC router. To estimate this

time, we have used Queuing Theory.

To estimate this, we model each router as a queue with finite buffer capacity.

The total buffer capacity Ktotal is equals to the summation of all the input VCs sizes

K in all ports. We adopt an M/M/1/K queuing model [53] that assumes Poisson

distribution for the arrival rate of packets and exponential distribution for the service

rate. According to the merging property of the Poisson distribution, the total number

of arrival rate of packets λtotal is equal to the summation of all the incoming packets

from all input router ports. The representation of the NoC router to the M/M/1/K
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Figure 3.1: The simplification of the NoC router to the M/M/1/K queuing model.

queuing model is shown in Figure 3.1.

As shown in [50], both the arrival and departure of packets follows a Poisson

distribution. Hence, our assumption of Poisson arrival for the header flits is valid.

On the other hand, the service time between two Poisson events are characterized

to be exponential. Hence, considering an exponential service time for the queuing

system can accurately model the NoC router behavior.

Using the M/M/1/K queuing model, with λ Poisson arrival rate of the header flits

and µ exponential service rate, the expected waiting time in the queue with size K

can be calculated using the following equation

Wt =
N̄

λ(1− PK)
(3.4)

Where, N̄ is the expected steady state number of the header flits in the queue

and PK is the blocking probability (i.e. steady state probability of having K header
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flits in the queue). Hence, the waiting time is dependent on the flits already waiting

in the queue and the arrival rate of the header flits. The steady state number of the

header flits in the queue, N̄ can be calculated using the following equation

N̄ =
K∑
k=1

kρkP0 (3.5)

Where, K is the number of buffers in the queue, ρ is the traffic intensity and P0 is

the probability that the queue being empty. The probability of having n flits in the

queue can be calculated using following equation,

Pn =


(1−ρ)ρn
1−ρK+1 , if λ 6= µ.

1
K+1

, if λ = µ.

(3.6)

Where, the value of n is any whole number between 0 to K e.g. the probability

of having 0 header flits in the queue to K e.g. the probability for the queue being

full. On the other hand, the traffic intensity ρ can be calculated using the following

equation,

ρ =
λ

µ
(3.7)

It can be seen from the equation (3.7) that the traffic intensity depends on the

arrival rate and the service rate. The service rate, µ is a function of the NoC router

and can be obtained from the NoC router specification [45]. Alternatively, the arrival

rate λ depends on the application traffic injection pattern. Given traffic injection

pattern of the application, we can got T(i, j) as
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T(i,j) =



t1,1 t1,2 t1,3 . . . t1,N

t2,1 t2,2 t2,3 . . . t2,N
...

...
... . . . ...

tN,1 tN,2 tN,3 . . . tN,N


Where, t(i,j) is the injection rate in packets/cycle from core i addressed to core

j. Hence,
∑N

i=1 ti,j is the total rate at which packets addressed to core j are injected

in the network from all cores. Therefore, λj is the arrival rate at which packets can

arrive at core j. For any traffic pattern, we calculate the arrival rate, for all routers.

Then, the overall arrival rate is calculated as the average of all arrival rates and is

given by,

λ =

∑N
j=1 λj

N
(3.8)

Where, N is the number of NoC routers in the network. Hence, in order to

determine the waiting time we need the router service time which can be found in

router specification and the arrival rate which is a function of the traffic pattern. In

the next subsection, we discuss about the determination of the effective number of

hops that is used to calculate the latency of the header flit following equation (3.2).

3.3.2 Determination of Effective Number of Hops

Effective number of hops in a NoC is the expected number of intermediate router

that a packet has to travel through during its way from the source to destination

as it can be seen in Figure 3.2. Therefore, the effective number of hops He can be

calculated using following equation for any NoC architecture

He =

∑N
i=1

∑N
j=1 hi,j

N2 −N
(3.9)
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Figure 3.2: Effective number of Hops from the source node to the destination node.
This figure shows that packets need to travel three Hops (routers) from the source
node(IPBlockS) to the destination node(IPBlockD).

Where, N is the number of cores in the system and hij is the number of hops in

the shortest path between core i and core j. This equation is used to calculate the

effective number of hops with any regular topology ( in our case, we use it with mesh

and Folded Torus topologies). For 3D Mesh topology, we have the equation (3.10)

from [34] as below.

He =
n1n2n3(n1 + n2 + n3)− n3(n1 + n2)− n1n2

3(n1n2n3 − 1)
(3.10)

It can be seen from the He equations that the effective number of hops is different

for different network topology with same system size due to different in hij. Also for

the same network topology, as the number of cores increases, the effective number

of hops also increases yielding a higher packet latency following equation (3.2). The

outcome of this latency model will be used in the speedup model PaSE which will be

discussed in next chapter.
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3.4 Results and Analysis for the Proposed Latency Model

Using the proposed M/M/1/K queuing based latency model, we evaluate latency

for regular NoC topologies like Mesh, 3D Mesh, and Folder Torus as well as for irreg-

ular topologies like small world networks. The small world topology design methodol-

ogy is adopted from [22] which is characterized by many short and a few long distance

links. We also consider different system sizes and injection rates in our latency eval-

uation. Both uniform random spatial traffic pattern and non-uniform traffic pattern

such as hotspot and matrix multiplication are used in these evaluations. In the uni-

form random traffic pattern, each core can address packets to any other core with

equal probability. On the other hand, for hotspot traffic pattern, one core (core 1)

is assumed to be a hotspot core and 10% traffic from all cores are addressed to the

hotspot core. The rest of the traffic is uniformly distributed among all cores. For

matrix multiplication traffic pattern, packets follow the behavior of the normal multi-

plication algorithm of two matrices in their distributing and choosing the destination

core in the network. We adopt the three stage pipelined NoC router architecture

from [54] with wormhole switching [19]. Each port of the NoC router is considered

to have 2 VCs (one input and one output) with buffer depth of 8 flits which is same

as the size of a packet. We also consider the width of the interconnect to be same as

the size of the flit and one flit can be transferred between two adjacent routers in one

cycle. Although the routing logic in NoCs is typically dependent upon the topology

here we assume the shortest path routing as most deterministic routing strategies

converge to the shortest path routing regardless of topology.

To validate the latency model, we compare the latency result from our model with

a cycle accurate NoC simulator. The NoC simulator characterizes the NoC architec-

ture and models the progress of the flits over the NoC routers and links per cycle

accounting for those flits that reach the destination as well as those that are stalled.
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For this comparison, in the simulations we considered the same NoC architecture

configuration in terms of NoC router pipeline, switching mechanism, link latency,

bandwidth and topology as in the model. Ten thousand iterations were performed

eliminating transients in the first thousand iterations to capture steady-state char-

acteristics modeled in our framework. Also, multiple simulations are performed in

order to collect relevant averages for the comparison.

the analysis for the proposed Latency model and the validation for the result will

be presented in the next subsection.

3.4.1 Analysis of the NoC Latency Model

In this section, we evaluate the packet latency for different NoC topologies (i.e.

Mesh, Folded Torus, 3D Mesh and Small World) using the proposed latency model.

We evaluate these topologies for system size of 2 x 2 (4) core system, 4 x 4 (16) core

system, 8 x 8 (64) core system, 16 x 16 (256) core system, and 32 x 32 (1024) core

system. It can be seen from Figure 3.3 which is with uniform traffic pattern, Figure 3.4

which is for hotspot traffic pattern, and Figure 3.5 which is for matrix multiplication

traffic pattern that for all NoC topologies the latency increases with increasing system

size. This because with increasing system size the average effective number of hops

that the packets pass through also increases. Hence, a shorter path between the

source and destination cores will result in better latency as in the case with smaller

system sizes. This can be further verified when we compare the latency for different

NoC topologies with same system size. Among the different NoC topologies the small-

world has the lowest effective number of hops due to the long-range shortcuts (i.e.

a property of small world networks). Due to this reduced effective number of hops,

the small-world has the lowest latency for all system sizes. For example, for a system

size of 16 x 16 (256) core system, the effective number of hops for the small-world

topology is 6.05 compared to 6.52549 hops in a 3D Mesh. Due to this, reduction in
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effective number of hops, the latency of the small-world network is lower than that

of the 3D Mesh and all other topologies compared in this paper. Due to this also

the small-world network saturates at much higher injection load for the same system

size. The injection load at which the NoCs saturate can be found where the latency

plots start increasing drastically.

3.4.2 Validation of the Proposed Latency Model

In this subsection, we validate our proposed latency model with simulation based

latencies. We compare the latency of an 8x8 (64) core system with uniform, hotspot,

and matrix multiplication traffic pattern with varying injection load. The latency for

different NoC architectures with these traffic patterns are shown in Figure 3.6, Figure

3.7, and and Figure 3.8. It can be seen from the figures that, for all NoC topologies,

the latency model closely resembles the simulation latencies with negligible error of

less than 2% with low injection rates. One interesting observation from those plots

is that, after saturation, when the latency increases drastically, the latency obtained

from the model latency is lower than that from the simulation. Beyond this level of

injection load, the NoC is saturated which means that the NoC switches experience

high levels of congestion resulting in sharp increase in latency.

However, the throughput of all the NoCs given by our model is same as that of

simulation results. The maximum injection rate that can be sustained by the NoC

or its maximum throughput, can be derived from the latency plots by observing the

injection load at which the latency has a sharp increase. It is interesting to note that

the throughput of all the NoCs given by our model is same as that of the simulation

results. So, the error in throughput of our model with respect to simulations is

negligible.

33



CHAPTER 3. THE PROPOSED LATENCY MODEL

 

(a) 

 

(b) 

 

(c) 

 

(d) 

0

50

100

150

200

0.05 0.1 0.2 0.4 0.8

A
v
er

ag
e 

L
at

en
cy

Injection Rate (Flits/Core/Cycle)

2x2 Core System  4x4 Core System

8x8 Core System 16x16 Core System

32x32 Core System

0

50

100

150

200

0.05 0.1 0.2 0.4 0.8

A
v
er

ag
e 

L
at

en
cy

Injection Rate(Flits/Core/Cycle)

2x2 Core System  4x4 Core System

8x8 Core System 16x16 Core System

32x32 Core System

0

50

100

150

200

0.05 0.1 0.2 0.4 0.8

A
v
er

ag
e 

L
at

en
cy

Injection Rate(Flits/Core/Cycle)

2x2 Core System  4x4 Core System

8x8 Core System 16x16 Core System

32x32 Core System

0

50

100

150

200

0.05 0.1 0.2 0.4 0.8

A
v
er

ag
e 

L
at

en
cy

Injection Rate(Flits/Core/Cycle)

2x2 Core System  4x4 Core System

8x8 Core System 16x16 Core System

32x32 Core System

Figure 3.3: Packet latencies for (a) mesh, (b) folded torus, (c) 3D mesh, and (d) small-
world topologies with uniform traffic pattern.
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Figure 3.4: Packet latencies for (a) mesh, (b) folded torus, (c) 3D mesh, and (d) small-
world topologies with hotspot traffic pattern.
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Figure 3.5: Packet latencies for (a) mesh, (b) folded torus, (c) 3D mesh, and (d) small-
world topologies with matrix multiplication traffic pattern.
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Figure 3.6: Packet latency from model and simulation for uniform traffic pattern with (a)
mesh, (b) folded torus, (c) 3D mesh, and (d) small-world topologies.
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Figure 3.7: Packet latency from model and simulation for hotspot traffic pattern with (a)
mesh, (b) folded torus, (c) 3D mesh, and (d) small-world topologies.
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Figure 3.8: Packet latency from model and simulation for matrix multiplication traffic
pattern with (a) mesh, (b) folded torus, (c) 3D mesh, and (d) small-world topologies.
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Table 3.2: Accuracy of our proposed latency model with recent published latency models.

Queue Model Source Error Rate

M/G/1 [45] 9%

M/M/1 [44] 8%

G/G/1 [46] 10%

M/G/1/K [47] 7.8%

G/G/1/K [48] 13%

M/M/1/K Our proposed Model 7%

3.5 Comparison with Other Proposed NoC Latency Models

As we have mentioned in the related work section, a few analytical latency model

for NoC based on queuing theory has been published. In this section, we compare

the result from our proposed latency model with those that have been published in

recent studies. The comparison has been made based on computing the accuracy (

i.g. calculating the error rate between the results from the proposed method and the

simulation results). the computation error is based on the pre-saturation conditions

before the network entering the congestion region or the injection rate of flits per

core per cycle that makes the latency starts increasing drastically. Summary for this

comparison can be seen in Table 3.2.

Assuming finite buffer capacity, Authors in [48] and [47] proposed G/G/1/K and

M/G/1/K queuing models for NoC performance analysis. Their proposed model

achieved less than 13% and 7.8% error in the pre-saturating network with various

traffic pattern. On the other hand, authors in [45], [44], and [46] assumed M/G/1 ,

M/M/1, and G/G/1 queuing model to analytically estimate NoC latency. The error

rate of their models with simulation results was found to be 9%, 8%, and 10%.

It is clear that our proposed model has better estimation for the NoC latency as

it achieves less that 7% error rate with low injection networks.
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Chapter 4
The PaSE Framework

This chapter describes our proposed Parallel Speedup Estimation (PaSE) frame-

work that can be used to analytically calculate the achievable speedup taking into

consideration the effect of the network latency which also estimated in this thesis.

Then, in this chapter, we proposed a case study of multi-core speedup with data

parallel application i.g. matrix multiplication. We show how the system size, NoC

architecture and computation-to-communication ration effect the speedup both in

pre-saturation and saturation network. We also show a comparison between our

PaSE framework and a previous study in term of accuracy of estimation the speedup.

4.1 Speedup Model

The speedup model PaSE is used to determine the speedup of a NoC based multi-

core system. The speedup is defined as the ratio of the serial execution time on a

single core and the parallel execution time in a multi-core environment.

The speedup model requires application profile and the architecture of the cores.

The application profile contains the fraction of the application that requires serial

execution S and the fraction of the application that requires parallel execution P. It

also contains the type and number of operations (i.e. OI) required by the application.

On the other hand, the architecture of the cores defines the number of cycles required

to complete different instructions (i.e. CI). Using these parameters and the latency of
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Figure 4.1: Proposed PaSE Framework takes into consideration the effect of the NoC
latency which is proposed based on using M/M/1/K queuing model.

the NoC from the proposed latency model, the speedup model computes the parallel

execution time, Tp with a N core system using the following equation,

Tp = STC +
P

N
Tc + βLt (4.1)

Where, Lt is the communication overhead of the application and calculated using

(3.1), Tc is the time required to finish the total task on a single core and β is a

coefficient denoting the dependency of the application on communication overhead.

β can be a positive whole number that signifies the number of messages required

to arrive at the core before execution of a task can proceed. It can also have real

fractional values if portion of the packet latency can be masked by computation at

the core due to its architecture design. This equation models the parallel execution

time The time required to finish a subtask depends on the type and the number of

instructions in the subtasks and the time required by the core to finish each of the

instructions. Using the parallel execution time from equation (4.1), the speedup for

the multi-core system with N cores using PaSE is given by the following equation,
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Speedup =
(S + P )Tc

STc + P
N
Tc + βLt

(4.2)

A representation for the PaSE framework speedup equation which includes latency

model is shown in Figure 4.1.

The last term in the denominator which is βLt describes the communication la-

tency to perform the program. Ignoring this term, we can get the simplified version

of Amdahl’s law in [8] as the equation below.

Speedup =
(S + P )Tc

STc + P
N
Tc

(4.3)

4.2 Case Study: Speedup Analysis with Matrix Multiplication

In this section, we present a case study of multi-core speedup with data parallel

application like matrix multiplication. For the matrix multiplication application, we

consider the multiplication of two [32 x 32] matrix, A and B. The resultant matrix is

also a [32 x 32] matrix. The interaction between the cores depends on the mapping

of the application between cores in the multi-core system. For this evaluation, we

consider the following mapping, computation, and communication among the cores.

• The data of the two matrices A and B are equally distributed among the cores

and each core computes the same number of elements of the resultant C matrix

(i.e. uniform workload distribution). We consider the cores to run only the

matrix multiplication with no other overhead (e.g. no scheduling overhead),

thereby making S = 0 and P = 1.

• To calculate one element of the resultant C matrix, elements in a row of matrix

A is multiplied with corresponding elements in a column of matrix B. These

partial products are then added to determine one element of the resultant ma-
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trix. Therefore, calculating one element of the resultant matrix, C requires 32

multiplications and 31 addition instructions. Hence, for all the elements of the

matrix the total computation time, TC will be 32∗32∗(32M+31A) cycles. Here,

M and A refers to the time required by the core to finish a multiplication and

addition instruction respectively. Here, we assume a core micro-architecture

such that each multiplication or addition operation does not begin until the

previous one is finished.

• To perform this matrix multiplication each core shares its values of matrix A and

B with other cores in the same row and column. Furthermore, we assume a core

can start its computation as it receives the first packet containing the elements

of A and B. The rest of the packet latency is masked by the computation. Hence,

we assume β to be 1 in our evaluation.

We consider three different cases: ideal-core, integer (i.e. matrix elements are

integer numbers), and denormal (i.e. matrix elements are denormal numbers, NaNs

or infinity) for this evaluation. In the ideal-core case, we assume a core architecture

such that it can complete any instruction (whether it is addition or multiplication)

within one clock cycle makingM = A = 1. For the integer and denormal type matrix

elements the number of cycles corresponding to these operations in the Intel knights

landing processor is used [55]. Each of these cases will have different values of Tc with

ideal-core case being the lowest and denormal case being the highest. We also evaluate

the speedup for different NoC architectures and system sizes. With varying system

size the problem size assigned to each core will also vary. For example, for a system

size of 8x8(64) cores, the problem size is 1024/64 = 16 whereas for a system size of

32x32(1024) cores, the problem size is 1024/1024 = 1 at each core. Furthermore, to

capture the variation in packet injection due to the different core architecture (e.g.

prefetching mechanism, cache replacement policy) we consider both pre-saturation

and post-saturation cases for the speedup evaluation using the framework. However,
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to validate the latency model with matrix multiplication traffic, we compare the

latency results from the latency model with the latencies from simulation for different

injection loads. These packet latencies are shown in Figure 3.8. As can be seen from

the figure, the latency results from the model closely resembles the latencies from

the simulation. Figure 4.2 and Figure 4.3 show the speedup for the different NoC

architectures for the matrix multiplication traffic pattern under pre-saturation and

post-saturation cases respectively. We analyze these results based on three aspects

effect of system size, effect of the NoC architecture, and effect of the computation-to-

communication ration. This analysis is presented below:

4.2.1 Effect of System Size

In pre-saturation, the speedup increases with increasing system size. This is shown

in Figure 4.2 (a-c). From the figures, we can observe that for all NoC architectures

the speedup is lowest for the ideal-core case (Figure 4.2 (a)) and highest for denormal

numbers (Figure 4.2 (c)). This is because, in ideal-core case, the computation time

decreases with increasing system size (more parallel resources). However, the packet

latency increases, as the effective number of hops increases. Due to this, the com-

munication latency plays a vital role in the speedup. This is evident, from (Figure

4.2 (a)), as NoC architecture with higher latencies shows lower speedup for a system

size of 32 x 32(1024) cores. On the other hand, for denormal numbers, the compu-

tation time is higher than the packet latency even with increasing system size. As

the computation time dominates communication, the effect of the latency becomes

insignificant for speedup evaluation.

Figure 4.3 (a-c) shows the speedup achieved in the various cases with increase in

system-size while the NoC is in saturation. For all the 3 cases considered here, the

speedup of the system in saturation is lower than when the system is operating in

pre-saturation range. This is because the NoC latency in post-saturation cases are
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Figure 4.2: Speedup of NoC based multi-core with network at pre-saturation. (a) Ideal-
case case (b) Integer case (c) Denormal case.
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Figure 4.3: Speedup of NoC based multi-core with network at post-saturation. (a) Ideal-
case case (b) Integer case (c) Denormal case.
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higher resulting in a higher parallel execution time. Moreover, in the post-saturation

case, the speedup in the ideal-core case is lower than the speedup in the denormal

case as in pre-saturation. However, in this case it is interesting to note that the

speedup does not monotonically continue to increase with size. This is because with

size the latency numbers increase significantly and overshadows the effect of increased

parallelization among the cores.

In case of integer numbers, the number of cycles required for computation in-

creases in proportion to that of the communication latency and hence the compu-

tation parts starts to dominate the speedup. However, for very large systems with

number of cores higher than 256 cores, the communication latency starts dominating

the speedup. Therefore, different NoC architectures have different speedups for large

systems. Lastly, for the denormal case the number of cycles required in computation

is very large which eliminates the artefacts of the NoC topologies and the speedup is

dominated solely by the effect of increase parallelization.

4.2.2 Effect of NoC Architecture

The packet latency is dependent on the NoC architecture. NoC architectures with

lower effective number of hops have lower latencies as they provide shorter distance to

the destination. Hence, more efficient NoCs will result in higher speedups. However,

in our case studies the effect of the NoCs on the speedup is visible only when the

execution time is dominated by the NoC latency. This happens for the ideal-core

and integer cases for both pre-saturation and post saturation operation. As the NoC

latencies decrease from mesh, folded torus, 3D mesh to small world topology, the

speedups increase in the reverse sequence in all the cases.
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4.2.3 Effect of the C -to-C Ratio

The C -to-C ratio signifies the volume of computation of a parallel application

with respect to its volume of communication. For computation intensive application

the C -to-C ratio is high and for communication intensive application the C -to-C

ratio is low. When an application is computation intensive, its speedup is dominated

by the computation time. This can be observed from Figure 4.2 (c) and Figure 4.3

(c) that shows the speedup for the denormal case in both pre and post saturation

scenarios. As the computation time is high, the effect of packet latency is masked and

all the NoC architectures have similar speedup behavior. On the other hand, when

an application is communication intensive, the latency governs the speedup of the

application. This can be observed for Figure 4.2 (a),(b) and Figure 4.3 (a),(b) where

are post saturation load speedup of different NoC architectures with ideal-core and

integer cases are shown. It can be seen from the figures that when the system size

increases, due to increase in packet latency and decrease in computation time the C -

to-C ratio decreases. In such case, NoC architecture with higher latency (e.g. Mesh),

yielding a lower C -to-C ratio has the lowest speedup among other NoC architectures

for which the C -to-C ratio is comparatively higher. Thus in cases with low C -to-C

ratios the effect of the NoC becomes dominant particularly, at large system sizes.

4.3 Comparison with other Speedup model

In this section, we compare the achievable speedup from our PaSE framework

with the model that has been derived in [43]. Authors in [43] take the product of

two matrices, A [64,1] and B [1,64] as an application example to get the speedup

value using their proposed model as well as they perform system simulation to get

the actual speedup for the comparison purpose. This has been done with respect to

mesh and torus topologies, uniform and hotspot traffic patterns, and different system
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Figure 4.4: Speedup comparison between PaSE framework and the proposed model in [43].

sizes varying from 1x1 (1), 2x2 (4), 4x4 (16), 8x8 (64) core system. However, they

did not mention to the size of the packet and the router design, and the width of the

interconnect (link width). As it demonstrated earlier that our PaSE framework takes

into consideration the network latency which includes both the latency of header and

body flits as well as the router design. To estimate these latencies, both of packet

size, routers design, interconnects width should be known. Therefore, to compare our

PaSE speedup result with the model and simulation results in [43], we have made

some assumptions with respect to same network sizes, mesh topology, and uniform

traffic pattern that have been used in [43].

Authors in [43] assumed a maximal communication overhead in their estimation

equation of speedup. As the communication overhead is a term in the denominator of

the proposed speedup model, this gives them the minimal speedup or the lower bound

speedup considering all the other parameters (computation time Tc, serial and parallel

subtask) is fixed. For this reason, we used our proposed PaSE model to analysis the
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speedup assuming that the network is in saturation i.g. when the network enters the

congestion regions which resulted in increasing the latency drastically. In addition, we

assumed that the packets size is 8 flits which is a practical estimation for the packet

size and the width of interconnects is same as flit size so that flit will spend just one

cycle to traverse between any two neighboring routers. We also assumed three stage

pipelines router design with 2 VCs one for input and one for output with same as

packet size. Then, we have consider all these assumption to estimate the network

latency using our proposed latency model and estimate the speedup using our PaSE

framework. Thereafter, we compared the speedup results using our PaSE framework

and the proposed model in [43] with respect to the system simulation results that the

author did in [43]. The comparison for these speedup results can be seen in Figure

4.4 and it shows that as we increased the network size, the PaSE speedup achieve

better results and get closer to simulation than the theoretical model results in [43].

It shows that PaSE framework results closely resemble to the simulation in [43] with

an error rate less than 8% with 8x8 (64) core system whereas their model shows an

error rate with 40%.

To sum up, speedup analysis using our PaSE framework shows better results than

the best estimation of the speedup model derived in [43]. On the other hand, given

the exact simulation parameters including the packet size, interconnects width, and

routers design, PaSE framework might shows better estimation for the speedup with

respect to the simulation results.
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Conclusion and Future Work

5.1 Conclusion

In this thesis, we propose a framework to model the speedup of a NoC based multi-

core processor while performing parallel tasks. By using a queuing theory based model

to compute the latency of packet transfer in various NoC architectures and then use

the latency to calculate the communication overhead of parallel tasks running on a

multi-core chips interconnected with the NoC. Using this overhead we calculate the

achievable speedup in such a system. We find that the speedup depends upon a

number of factors such as system-size, the nature of the task and the computation to

communication ratio. Interestingly, we find that under certain circumstances, when

the system is dominated by communication latency increasing the number of cores in

a system may not necessarily result in higher speedup. Therefore, using our model it

is possible to understand an optimal system-size for certain applications and then use

that as a design guideline for more precise simulation based performance estimates.

This model can therefore reduce design time and effort of such NoC based multi-core

processors.

5.2 Future Work

Both of the proposed Parallel Speedup Estimation PaSE and the latency model

can be extended to include the following:
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• In this thesis, we use one of the emerging interconnect in our evaluation which

3D mesh topology. Therefore, it is interesting to extend this work to estimate

the latency with other two emerging interconnect photonic and wireless As these

two emerging interconnects has proved to be the promising interconnect that

can achieve low power dissipation and increase performance.

• One assumption has been made in this work is that the width of the inter-

connects have the same size of the flit which is result in transferring the flit

between any two adjacent routers in one cycle. However, sometimes the flits

size is greater than the interconnects width. This would make the flit spend

more than one cycle to traverse to the neighboring routers. Therefore, it is

significant to extend the proposed latency work for such a cases.

• Running a full system simulation to see how the proposed PaSE framework

results closely resemble the speedup results from simulation and estimate the

error rate for that.
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