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Election-Attack Complexity for More Natural Models

by
Zack Fitzsimmons

ABSTRACT

Elections are arguably the best way that a group of agents with preferences over a set of
choices can reach a decision. This can include political domains, as well as multiagent systems
in artificial-intelligence settings. It is well-known that every reasonable election system is
manipulable, but determining whether such a manipulation exists may be computationally
infeasible. We build on an exciting line of research that considers the complexity of election-
attack problems, which include voters misrepresenting their preferences (manipulation) and
attacks on the structure of the election itself (control). We must properly model such attacks
and the preferences of the electorate to give us insight into the difficulty of election attacks
in natural settings. This includes models for how the voters can state their preferences, their
structure, and new models for the election attack itself.

We study several different natural models on the structure of the voters. In the compu-
tational study of election attacks it is generally assumed that voters strictly rank all of the
candidates from most to least preferred. We consider the very natural model where voters
are able to cast votes with ties, and the model where they additionally have a single-peaked
structure. Specifically, we explore how voters with varying amounts of ties and structure in
their preferences affect the computational complexity of different election attacks and the
complexity of determining whether a given electorate is single-peaked.

For the representation of the voters, we consider how representing the voters succinctly
affects the complexity of election attacks and discuss how approaches for the nonsuccinct
case can be adapted.

Control and manipulation are two of the most commonly studied election-attack prob-
lems. We introduce a model of electoral control in the setting where some of the voters act
strategically (i.e., are manipulators), and consider both the case where the agent controlling
the election and the manipulators share a goal, and the case where they have competing
goals.

The computational study of election-attack problems allows us to better understand
how different election systems compare to one another, and it is important to study these
problems for natural settings, as this thesis does.
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Chapter 1

Introduction

1.1 Background

Elections are a flexible, widely-used framework for preference aggregation. They are used

to seek fair outcomes in domains ranging from the human (often in political elections) to

the electronic (where they play a central role in multiagent systems, a subfield of artificial

intelligence). Examples of such applications include a meta-search engine that combines the

webpage rankings of several search-engines to return the best decision on a search [DKNS01],

an agent-based movie recommender system [GMHS99], and aggregating information in hu-

man computation systems [MPC13]. There is a rich literature in economics and political

science that studies the use of elections, and different properties that different election sys-

tems have (see, e.g., [Bla58, RO73]).

Let’s first discuss how an election is modeled. Below we have an election with the

candidates a, b, c, and d, and the following four voters, where each voter strictly ranks all

of the candidates from most to least preferred.

• v1 voting (b > c > d > a).

• v2 voting (a > b > d > c).

• v3 voting (d > b > c > a).

• v4 voting (a > d > b > c).

One of the most commonly used ways of scoring an election is to award one point to

each voter’s top preference, and the candidate(s) with the highest score win. When we score

the election above in this way a wins with a score of 2. However, notice that although a

is the most-preferred candidate for voters v2 and v4, a is the least-preferred candidate for

voters v1 and v3. If we instead score this election with the Borda count, where for an election
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with four candidates, each voter’s most-preferred candidate receives 3 points, their second-

preferred candidate receives 2 points, their third-preferred candidate receives 1 point, and

their least-preferred candidate receives 0 points, then b wins with a score of 8. And we can

see that b seems to better represent the preferences of the voters, since voter v1 gets her top

choice, voters v2 and v3 get their second choice, and voter v4 gets her third choice.

It is natural to wonder whether there exists an election system that will always elect

winners that properly represent the preferences of the electorate. Unfortunately, an impor-

tant result by Arrow, referred to as Arrow’s Impossibility Theorem [Arr50], states that given

a very basic set of desirable properties, there exists no election system that satisfies all of

them—there will always be tradeoffs. Since this early work by Arrow, there has been a long

line of research in social-choice theory that studies different properties for election systems

(see, e.g., [Smi73, You75, YL78, Tid87, FBC14]).

Another very desirable property for an election system is strategyproofness, i.e., it is not

possible for a voter to cast a strategic vote that results in a more-preferred outcome for that

voter.

Consider the scenario where voter v4 has knowledge of the preferences of the other voters.

Naturally, she wants a better outcome for herself, and can accomplish this by casting the

strategic vote (d > a > c > b) so that d wins with a score of 8. So v4 gets a personally better

outcome by voting strategically (by getting her second choice instead of her third choice),

but notice that this is a worse outcome overall, since now two voters (v1 and v2) get their

third choice.

It is obvious to suggest that we should use election systems where this is not possi-

ble. Unfortunately, an important negative result from social-choice theory, the Gibbard-

Satterthwaite Theorem [Gib73, Sat75] states that no reasonable election system over three

or more candidates is manipulable, i.e., is not strategyproof. And when we say here that

an election system is reasonable, we mean that every candidate can win and the outcome

of the election is not decided by a single fixed voter (i.e., a dictator), which are very basic

properties that one would want in an election system. We mention here that the Gibbard-

Satterthwaite theorem only holds for so-called resolute election systems that elect a single

winner, but in many cases we want an election system to be able to elect multiple winners.

However, later work by Duggan and Schwartz generalizes this theorem to such irresolute

election systems [DS00].
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1.2 Computational Study of Election-Attack Problems

Although every reasonable election system can be manipulated, it may be computation-

ally infeasible to determine if a successful manipulation exists. Bartholdi, Tovey, and

Trick [BTT89a] (see also, Bartholdi and Orlin [BO91]) introduced this notion of examin-

ing the computational complexity of the manipulation problem, where an election system

that is computationally hard to be manipulated is said to be “resistant” to manipulation, and

this is an example of a computational property of an election system. This seminal work on

the computational study of manipulation was very influential in the creation of the research

area of computational social choice, which is an interdisciplinary field that looks at problems

in social choice theory, such as elections, through a computational lens (see [BCE+16] for

a general overview of the field). And the increasing use of elections in artificial intelligence

applications encourages us to study these computational properties in the same way as the

aforementioned social-choice properties.

The models of manipulation, control, and bribery are the three most-commonly studied

election attacks, and we describe each of these problems below.

The influential work by Bartholdi, Tovey, and Trick considered the case of manipulation

for a single manipulative voter [BTT89a]. However, in real-world settings if is likely that

several voters collude to manipulate the outcome of an election. Conitzer, Sandholm, and

Lang extended the single-manipulator model to this coalitional case, where a coalition of

manipulators wants to set their votes to ensure that a preferred candidate wins. They also

considered the destructive case, where instead of wanting to ensure that a preferred candidate

wins, the manipulators want to ensure that a despised candidate loses, and the case where

voters can have associated weights (where a weight ω voter can be thought of as a coalition

of ω unweighted voters with the same vote) [CSL07]. A large line of research followed which

explores the computational complexity of manipulation for various different election systems,

and considers variants of the manipulation problem itself to better model natural scenarios

that may occur.

Bartholdi, Tovey, and Trick expanded on their work on manipulation by introducing and

analyzing the complexity of a family of manipulative attacks referred to as control [BTT92].

Electoral control models the actions of an election organizer, referred to as the election chair,

who has control over the structure of the election (e.g., the voters) and wants to ensure that

a preferred candidate wins. Different electoral control actions model real-world situations

such as get-out-the-vote drives (adding voters) and gerrymandering (partitioning voters),

and resistance to certain types of control actions may motivate the choice of an election

system. Hemaspaandra, Hemaspaandra, and Rothe were the first to consider the case of

3



destructive control, where the chair wants to ensure that a despised candidate does not

win [HHR07]. And like manipulation, control has also been studied for the case of weighted

elections [FHH15].

Faliszewski, Hemaspaandra, and Hemaspaandra introduced the model of bribery, which

is closely related to manipulation, but instead of asking if voters can cast strategic votes

to ensure a preferred outcome, bribery asks whether it is possible to change the votes of a

subcollection of the voters to ensure a preferred outcome [FHH09]. Bribery is often motivated

in a more positive way where the cost of changing the votes of the selected voters represents

the campaign costs of an election organizer that seeks to change their votes.

Overall, the study of the complexity of such election-attack problems has been one of

the most important directions of research in computational social choice (see, e.g., [FHH10,

FP10]).

1.3 More Natural Models

It is important that we study these election-attack problems under natural assumptions,

since this may affect the computational complexity of a given attack. And the focus of this

thesis is on studying just that. We examine how different natural models for the votes, the

electorate, the representation, and even the attack itself affect the computational complexity

of election-attack problems.

A prominent direction of this thesis is the study of elections that allow voters to state

ties between candidates in their preferences. Allowing votes with ties is very natural

and such votes are seen in real-world preference data (see, e.g., the datasets available on

PrefLib [MW13]), and election systems such as Kemeny [Kem59] and Schulze [Sch11] are

defined for votes with ties.

Even though it is very natural to consider votes with ties, the computational study of

elections typically assumes that voters strictly rank all of the candidates from most to least

preferred, i.e., tie-free votes. In Chapter 3 we examine how allowing voters to cast votes with

varying amounts of ties affects the computational complexity of the election-attack problems

of manipulation, bribery, and control, extending the definitions of election systems (when

necessary) to handle votes with ties. The main contribution of this chapter is that we are

the first to computationally study manipulation for more general votes with ties, and the

first to computationally study the standard models of bribery and control for votes with ties.

The results in this chapter previously appeared in Fitzsimmons and Hemaspaandra [FH15]

with the discussion of which axioms our extensions to scoring rules satisfy appearing in the

later workshop version [FH16a].
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Another natural model that we look at, this time for the preferences of the electorate, is a

restriction on preferences called single-peakedness [Bla48]. Restricting the preferences of an

electorate may sound counter-intuitive, and results such as Arrow’s theorem consider allowing

unrestricted preferences to be a reasonable and desirable property. But single-peakedness

is not a restriction in the sense of preventing voters from voting their true preferences,

but rather modeling how preferences are structured in certain natural scenarios. Intuitively,

single-peaked preferences can be thought of as modeling the preferences of an electorate with

respect to a single issue, where there exists a one-dimensional ordering of the candidates (an

axis) and candidates farther to the leftmost and rightmost points on the axis represent the

extremes of the issue.

In Chapter 4 we consider single-peaked preferences in the setting where voters can cast

votes with ties. The standard model of single-peakedness due to Black [Bla48] is defined for

such votes, but other models have also been introduced that generalize single-peakedness

in different ways for votes with ties. In addition to Black’s standard model, we consider

the models of single-plateaued preferences [Bla58], single-peaked preferences with outside

options [Can04], and possibly single-peaked preferences [Lac14], and we compare how these

models relate to one another for different types of votes with ties.

Single-peaked electorates have desirable social-choice properties. For example, there are

reasonable strategyproof election systems when the voters in an election are single-peaked

(see, e.g., [Bar01]). So one could argue that we should use only strategyproof election

systems when we have single-peaked electorates. However, as mentioned by Faliszewski et

al. [FHHR11], it is not always the case that one can choose the election system in a given

situation. In addition, there may be other properties that one wants in an election system

even more than strategyproofness, and furthermore strategyproofness does not imply that

different types of electoral control are not possible [FHHR11]. Thus we also study the

complexity of election-attack problems for single-peaked votes. For tie-free votes, it has

been shown that different computational problems often become easier when the votes in an

election are single-peaked [FHHR11, BBHH15].

Our contributions in Chapter 4 include showing that it is easy to determine if a given

collection of votes with ties satisfies each of the models of single-peakedness that we consider.

In particular, we show that the consistency problem for single-peaked, single-plateaued,

possibly single-peaked, and single-peaked preferences with outside options are each in P

for votes with ties. Additionally, we expand on the work in Chapter 3 that considers the

complexity of manipulation for votes with ties by considering the complexity of manipulation

for single-peaked votes with ties. And we show that for a family of election systems called

scoring rules that the complexity of manipulation does not increase when moving from the
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case of tie-free single-peaked votes to single-peaked votes with ties, when the standard model

of single-peakedness is used. However, when the model of possibly single-peaked preferences

is used we observe an anomalous increase in complexity. Most of these results previously

appeared in Fitzsimmons [Fit15] and Fitzsimmons and Hemaspaandra [FH16c].

Since our results concern computational complexity, it is important that we consider

the representation of our problems. In most of the computational study of elections, the

voters in an election are represented as a list of their individual votes. However, many voters

may have the same vote and it is natural to represent them in a succinct way, where the

voters are represented by the distinct votes cast and their corresponding counts. Though this

representation can be exponentially smaller, we find in Chapter 5 that the computational

complexity of different election-attack problems rarely increases from the nonsuccinct to the

succinct case, which is in contrast to the case of unweighted to weighted voters. We explain

this behavior by showing that several common proof techniques that show that election-

attack problems are in P can be adapted for the case of succinct votes. These results

previously appeared in Fitzsimmons and Hemaspaandra [FH17] and in its corresponding

technical report [FH16b].

So far we have discussed different natural models that concern the voters in an election,

but the model of the election-attack itself is important to consider as well.

In Chapter 6 we discuss a very natural generalization of the standard attack models.

Specifically, we consider electoral control in the setting where there are also manipulators.

We consider both the case when the chair and the manipulators have the same preferred out-

come and cooperate to achieve their goal, and the competitive case where they have directly

conflicting goals. We find that the order of who goes first, the chair or the manipulators,

can have interesting effects on the complexity. We provide general upper bounds for each

of the standard control actions that hold for every election system with a polynomial-time

winner problem, with some of these bounds at the second and third levels of the polyno-

mial hierarchy, which we show to be tight by constructing (admittedly artificial) election

systems for which control with manipulation is complete for the corresponding case. In

contrast to these high upper bounds, we find that for the important natural systems of

plurality, Condorcet, and approval, that the complexity of control problems whose without-

manipulators complexity is in P does not increase in the setting with manipulators. These

results previously appeared in Fitzsimmons, Hemaspaandra, and Hemaspaandra [FHH13a]

and its corresponding technical report [FHH13b].
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1.4 List of Contributions

We briefly summarize the main contributions of this thesis below.

• We consider the natural model of allowing voters to state varying amounts of ties in

their preferences, and examine how this can affect the computational complexity of

election-attack problems. (Chapter 3)

• We show that for natural election systems, allowing votes with ties can both increase

and decrease the complexity of bribery, and we state a general result on the effect of

votes with ties on the complexity of control. (Chapter 3)

• We consider the four most natural models of single-peakedness for votes with ties and

show that for each model it is in P to determine when a given collection of votes

satisfies that model. (Chapter 4)

• We expand our results on the complexity of manipulation for votes with ties by con-

sidering the complexity of single-peaked votes with ties, and find that the complexity

can depend on the model used. (Chapter 4)

• We consider how the succinct representation of the voters can affect the complexity

of different election problems. Even though the succinct representation can be expo-

nentially smaller than the nonsuccinct, we find that the complexity of election attacks

(in the length of the input) rarely increases, and explain this behavior by showing

how to adapt different techniques for showing election problems to be in P from the

nonsuccinct to the succinct case. (Chapter 5)

• We find one natural case where the complexity increases when moving from the non-

succinct to the succinct representation of the voters, namely the complexity of winner

determination for Kemeny elections. (Chapter 5)

• We model the setting of control attacks on elections in which there are manipulators.

We consider both the case where the chair and the manipulators have the same goal

and where they have directly conflicting goals. (Chapter 6)

• We prove upper bounds for our model of control in the presence of manipulators that

hold over every election system with a polynomial-time winner problem and show

that most of these bounds are tight for the second and third levels of the polynomial

hierarchy. (Chapter 6)
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• We show for the important election systems approval, Condorcet, and plurality that

the complexity of control in the presence of manipulators can be much lower than those

upper bounds, even falling as low as polynomial time. (Chapter 6)
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Chapter 2

Preliminaries

2.1 Elections and Preferences

An election is a pair (C, V ) where C is a finite set of candidates and V is a finite collection of

voters (a preference profile). Each voter in an election has a corresponding vote (preference

order) over the set of candidates. In most of the computational study of elections, votes

are assumed to be a total order, i.e., a strict ordering of the candidates from most to least

preferred. Formally, a total order is a complete, reflexive, transitive, and antisymmetric

binary relation. We use “>” to denote strict preference between two candidates, e.g., given

the candidate set {a, b, c} a vote could be (b > a > c), which means that b is strictly preferred

to a, b to c, and a to c.

In this thesis we also consider other types of preference orders, and it will be clear from

context when we use each type of preference order.

In Chapters 3 and 4 we consider voters with varying amounts of ties in their preferences;

the most general being weak orders. (See Example 2.1.1 for an example of each of the pref-

erence orders we consider.) A weak order is a total order without antisymmetry. So, a voter

with weak-order preferences can state transitive indifference (“∼”) among the candidates,

in addition to strict preference. We use “∼” to denote the indifference relation. In general,

a weak order can be viewed as a total order with ties. So we sometimes refer to weak orders

as votes with ties, and informally refer to indifference as ties throughout this thesis.

We consider two restrictions to weak orders: top orders and bottom orders. A top order

is a weak order with all tied candidates ranked last. Similarly, a bottom order is a weak order

with all tied candidates ranked first. We also will sometimes discuss partial orders, where a

partial order over a set of candidates is transitive, reflexive, and antisymmetric.

In Example 2.1.1 below we present an example of each of the four preference orders

described above.
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Example 2.1.1 Given the candidate set {a, b, c, d}, (a > b ∼ c > d) is a weak order,

(a ∼ b > c > d) is a bottom order, (a > b > c ∼ d) is a top order, (a > b) is a partial order,

and (a > b > c > d) is a total order. Notice that every weak order is also a partial order,

every bottom order and every top order is also a weak order and partial order, and that every

total order is also a top order, bottom order, weak order, and partial order.

Many of our results are for weighted elections, where each voter has an associated positive

integral weight, and a voter with weight ω counts as a coalition of ω unweighted voters that

all vote the same. Weighted elections are a very natural scenario for the real-world use of

elections. For example, in an election among shareholders for a given company, the weight

of a shareholder’s vote may correspond to the number of shares that she holds.

2.2 Election Systems

An election system (an election rule), E , is a mapping from an election to a set W , referred

to as the winner(s), where W can be any subset of the candidate set. This is referred to as

the nonunique winner model. In the unique winner model the winner of an election must be

a single candidate. When it is not otherwise specified we use the nonunique winner model.

The winner problem for an election system E is defined by the following decision problem.

Name: E-winner

Given: An election (C, V ) and a candidate p ∈ C.

Question: Is p a winner of the election (C, V ) using election system E?

One reasonable computational property that we can require from an election system is

that it is computationally easy to determine the winner, i.e., the winner problem is in P.

However, there exist election systems with desirable properties in social choice theory, e.g.,

the Kemeny rule [Kem59, KS60], which have an NP-hard winner problem [BTT89b] and

thus is not in P (unless P = NP). Note that with the exception of the results in Section 5.3,

we consider election systems with polynomial-time winner problems.

We now discuss three important families of election systems, the first being scoring rules.

2.2.1 Scoring Rules

A scoring rule denotes a set of scoring vectors of the form 〈s1, . . . , sm〉, where for each

i, si ∈ Q and si ≥ si+1, and when given an election with m candidates, uses the vector of

length m to determine each candidate’s score. When the preferences are all total orders,
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a candidate at position i in the preference order of a voter receives a score of si from that

voter. The candidate(s) with the highest total score win. Four important scoring rules are

plurality, veto, Borda, and t-Approval.

Plurality: with scoring vector 〈1, 0, . . . , 0〉.

Veto: with scoring vector 〈1, . . . , 1, 0〉.

Borda: with scoring vector 〈m− 1, m− 2, . . . , 1, 0〉.

t-Approval: with scoring vector 〈1, . . . , 1︸ ︷︷ ︸
t

, 0, . . . , 0〉.

2.2.2 Extensions for Votes with Ties

To use a scoring rule to determine the outcome of an election containing votes with ties we

must extend the definition of scoring rules given in the previous section. The scoring-rule

extensions for weak orders defined below generalize the extensions introduced by Baumeister

et al. [BFLR12] and by Narodytska and Walsh [NW14] which in turn generalizes extensions

used for the Borda count (see [Eme13] for a discussion of such extensions).

Write a preference order with ties as G1 > G2 > · · · > Gr where each Gi is a set of

tied candidates. For each set Gi, let ki =
∑i−1

j=1 ‖Gj‖ be the number of candidates strictly

preferred to every candidate in the set. See the caption of Table 2.1 for an example.

We now introduce the following scoring-rule extensions, which as stated above, generalize

previously used scoring-rule extensions [BFLR12, NW14]. In Table 2.1 we present an example

of each of these extensions for Borda.

Min: Each candidate in Gi receives a score of ski+‖Gi‖.

Max: Each candidate in Gi receives a score of ski+1.

Round-down: Each candidate in Gi receives a score of sm−r+i.

Average: Each candidate in Gi receives a score of

∑ki+‖Gi‖
j=ki+1 sj

‖Gi‖
.

The optimistic and pessimistic models from the work by Baumeister et al. [BFLR12] are

the same as our max and min extensions respectively, for top orders. All of the scoring-

rule extensions for top orders found in the work by Narodytska and Walsh [NW14] can be
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Borda score(a) score(b) score(c) score(d)
Min 3 1 1 0
Max 3 2 2 0
Round-down 2 1 1 0
Average 3 1.5 1.5 0

Table 2.1: The score of each candidate for preference order (a > b ∼ c > d) using Borda
with each of our scoring-rule extensions. We write this order as {a} > {b, c} > {d}, i.e.,
G1 = {a}, G2 = {b, c}, and G3 = {d}. Note that k1 = 0, k2 = 1, and k3 = 3.

realized by our definitions above, with our round-down and average extensions yielding the

same scores for top orders as their round-down and average extensions. With the additional

modification that sm = 0 our min scoring-rule extension yields the same scores for top orders

as round-up in the work by Narodytska and Walsh [NW14].

2.2.3 Pairwise Rules

In addition to scoring rules, election systems can be defined by the pairwise majority elections

between the candidates, i.e., for a pair of candidates a, b ∈ C a beats b by majority if more

than half of the voters state a > b.

One important example is the Copeland rule [Cop51], where given an election, each

candidate receives one point for each pairwise majority election she wins and receives 0.5

points for each tie. The Copeland rule was later parameterized by Faliszewski et al. [FHHR09]

as Copelandα (where α is a rational number between 0 and 1), and instead of each candidate

receiving 0.5 points for each tie, they receive α points. We mention here that it was somewhat

recently discovered that an election system that is the same as Copeland1 was proposed in

the thirteenth-century by Ramon Llull, a Catalan mystic and philosopher (see [HP01]). So,

as is now common, we refer to Copeland1 as Llull.

As with the case of scoring rules, we also consider the case of Copelandα elections for

votes with ties. We extend the definition for Copelandα in the obvious way (i.e., a > b by

majority if more voters state a > b than b > a), as was done for the case of top orders by

Baumeister et al. [BFLR12] and Narodytska and Walsh [NW14].

When discussing elections defined by pairwise majority elections we sometimes refer to

the induced majority graph of an election. An election (C, V ) can be represented by an

induced majority graph where each candidate in the election corresponds to a vertex in the

graph, and for every pair of candidates a, b ∈ C the graph contains the edge a→ b if a > b

by majority. See Example 2.2.1 for an example of an election and its corresponding induced

majority graph.
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Example 2.2.1 Given the election (C, V ) where C = {a, b, c, d} and the collection of votes,

V , consists of one voter voting (a > b > c > d), one voter voting (c > b > a > d), and one

voter voting (a > c > b > d), we have the following induced majority graph.

a b bb

c
b
d

b

When discussing pairwise election systems it is important to mention the notion of the

Condorcet winner of an election, i.e., the candidate that beats every other candidate pair-

wise [Con85]. Notice that a is the Condorcet winner in Example 2.2.1, since for each can-

didate b ∈ C − {a} there is the edge a → b in the induced majority graph. The Condorcet

winner of an election seems like a good choice for an outcome that represents the electorate;

unfortunately a Condorcet winner is not guaranteed to exist for a given election. And it is

not difficult to construct an election that realizes this situation. In Example 2.2.2 we present

such an example. There is also the notion of a weak Condorcet winner, which ties-or-beats

every other candidate pairwise. So, in contrast to the case of the Condorcet winner, an

election can have multiple weak Condorcet winners, though it is possible to have neither.

Example 2.2.2 Given the election (C, V ) where C = {a, b, c, d} and the collection of votes,

V , consists of one voter voting (b > a > c > d), one voter voting (c > b > a > d), and one

voter voting (a > c > b > d), we have the following induced majority graph, which contains

a cycle, and thus does not have a Condorcet winner or even a weak Condorcet winner.

a b bb

c
b
d

b

An election system that elects exactly the Condorcet winner when one exists is called

Condorcet consistent (or weak Condorcet consistent for the case of electing exactly the weak

Condorcet winner(s) when they exist). Copelandα is an example of a Condorcet consistent

election system, and many election systems based on pairwise comparisons are as well. The

notion of the Condorcet winner of an election was used by Bartholdi, Tovey, and Trick in

their work that introduces electoral control [BTT92] to define an election system, called

Condorcet, that elects the Condorcet winner when one exists, and otherwise no one wins.
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2.2.4 Approval Voting

Approval voting is an election system that is somewhat differently structured than the two

families stated above. In approval voting, instead of each voter voting a total-order prefer-

ence, each voter votes a 0-1 vector of length ‖C‖ and indicates approval (1) or disapproval

(0) for each candidate, and the candidates with the most approvals win [BF83].

2.3 Manipulative Attacks

A major research direction discussed in this thesis is the computational study of how hard

different manipulative attacks are for a given election system. In this section we define the

three main families of manipulative attacks: manipulation, bribery, and control. We mention

here that in each of the manipulative attacks discussed we assume that the manipulative

agent(s) (either the manipulators, the chair, or the briber) has complete information of the

preferences of the voters.1 We briefly describe each general family of attacks and present a

formal definition of each below. Note that we define each of these problems for the nonunique

winner model (our standard model). For the unique winner model it will generally be enough

to change instances of “a winner” to “a unique winner” in the definitions.

In each of our manipulative attacks we formally define the constructive unweighted cases,

where “constructive” means that the preferred outcome of the strategic agent(s) is to ensure

that a preferred candidate wins, and “unweighted” means that we are considering elections

where voters do not have corresponding weights. In the corresponding destructive cases the

preferred outcome of the strategic agent(s) is to ensure that a despised candidate does not

win, and in the corresponding weighted cases each voter has a corresponding weight.

2.3.1 Manipulation

The manipulation problem, first introduced by Bartholdi, Tovey, and Trick [BTT89a], asks

when given an election, a manipulator, and a preferred candidate, if the manipulator can

set her vote to ensure that her preferred candidate wins. It is reasonable to assume that

in an election, especially when there are many voters, that there are multiple manipulators

who act as a coalition. Conitzer, Sandholm, and Lang [CSL07] introduced the coalitional

manipulation problem, which we formally define below.

1This may not seem to fit our general focus of natural models, but since many of our results show NP-
hardness, considering the case where the manipulative agent(s) has complete information strengthens our
results; we can show hardness for a setting with partial information by a reduction from the complete-
information setting.
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Name: E-Constructive Unweighted Coalitional Manipulation (CUCM)

Given: An election (C, V ), a collection of manipulative voters W , and a preferred candidate
p ∈ C

Question: Is there a way to set the votes of the manipulators such that p is a winner of the
election (C, V ∪W ) using election system E?

We will also consider the cases of destructive unweighted coalitional manipulation

(DUCM) and the cases of manipulation for weighted elections (CWCM and DWCM), which

were both introduced by Conitzer, Sandholm, and Lang [CSL07].

2.3.2 Control

Electoral control is the problem of determining if it is possible for an election organizer with

control over the structure of an election, whom we refer to as the election chair, to ensure a

preferred outcome. This preferred outcome can either be ensuring that a preferred candidate

wins (the constructive case [BTT92]) or that a despised candidate loses (the destructive

case [HHR07]).

The standard models of control can be split into two groups. The first being the nonpar-

tition control types where the election chair can control the election by adding or deleting the

voters or candidates. The second being the partition control types where either the candi-

dates or voters are partitioned and subelections are held restricted to these partitions before

a final runoff is held among the candidates that survive. In these cases we consider different

models for what it means to survive, the ties-eliminate (TE) model and the ties-promote

(TP) model. In the ties-eliminate (TE) model, only a unique winner of a subelection pro-

ceeds to the runoff (if multiple candidates tie as winners then no candidates proceed to the

runoff), and in the ties-promote (TP) model all of the winning candidates in a subelection

proceed to the runoff.2

We formally define the constructive versions of each of the standard control actions below.

Name: E-Constructive Control by Adding Candidates (CCAC)3

Given: An election (C, V ), a set of unregistered candidates D, a preferred candidate p ∈ C,
and a limit k ∈ N.

2Recent work by Hemaspaandra, Hemaspaandra, and Menton shows that in the nonunique winner model
two pairs of the standard control models collapse. Specifically, the models of destructive control by par-
titioning candidates and destructive control by runoff partitioning candidates, in each of the tie-breaking
models [HHM13].

3Note that the seminal control paper by Bartholdi, Tovey, and Trick [BTT92] defines control by adding
candidates without a limit k. This is sometimes referred to as control by unlimited adding candidates. We
use the now more commonly used model where there is a limit to the number of candidates that the election
chair can add.
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Question: Does there exist a subset of the unregistered candidates D′ ⊆ D such that
‖D′‖ ≤ k and p is a winner of the election (C ∪D′, V ) using election system E?

Name: E-Constructive Control by Deleting Candidates (CCDC)

Given: An election (C, V ), a preferred candidate p ∈ C, and a limit k ∈ N.

Question: Does there exist a subset of the candidates C ′ ⊆ C such that ‖C ′‖ ≤ k and p is
a winner of the election (C − C ′, V ) using election system E?

Name: E-Constructive Control by Adding Voters (CCAV)

Given: An election (C, V ), a collection on unregistered voters U , a preferred candidate
p ∈ C, and a limit k ∈ N.

Question: Does there exist a subcollection of the unregistered voters U ′ ⊆ U such that
‖U ′‖ ≤ k and p is a winner of the election (C, V ∪ U ′) using election system E?

Name: E-Constructive Control by Deleting Voters (CCDV)

Given: An election (C, V ), a preferred candidate p ∈ C, and a limit k ∈ N.

Question: Does there exist a subcollection of the voters V ′ ⊆ V such that ‖V ′‖ ≤ k and p
is a winner of the election (C, V − V ′) using election system E?

Name: E-Constructive Control by Partitioning Candidates (CCPC)

Given: An election (C, V ) and a preferred candidate p ∈ C.

Question: Does there exist a partition of the candidates (C1, C2) such that p is a winner of
the runoff election between the winners of (C1, V ) under the given tie-handling model
and the candidates in C2, all using election system E?

Name: E-Constructive Control by Runoff Partitioning Candidates (CCRPC)

Given: An election (C, V ) and a preferred candidate p ∈ C.

Question: Does there exist a partition of the candidates (C1, C2) such that p is a winner of
the runoff election that consists of the winners of (C1, V ) and (C2, V ) under the given
tie-handling model, all using election system E?

Name: E-Constructive Control by Partitioning Voters (CCPV)

Given: An election (C, V ) and a preferred candidate p ∈ C.
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Question: Does there exist a partition of the voters (V1, V2) such that p is a winner of
the runoff election that consists of the winners of (C, V1) and (C, V2) under the given
tie-handling model, all using election system E?

We will also consider the corresponding destructive and weighted cases of these control

problems.

For the destructive cases, simply change each instance of “preferred candidate” to “de-

spised candidate,” and “p is a winner” to “p is not a winner.”

For the weighted cases of partitioning and candidate control it is clear to see how weighted

elections are taken into account. It is not as clear how to adapt the definitions of voter

control, since we could interpret the limit (in either adding or deleting voters) as the number

of voters to add/delete or the total vote weight to add/delete. We use the former, where the

limit remains the number of voters, and this is precisely the definition used by Faliszewski,

Hemaspaandra, and Hemaspaandra [FHH15].

2.3.3 Bribery

Bribery is the problem of determining if it is possible to change the votes of a subcollection

of the voters, within a given limit, to ensure that a preferred candidate wins [FHH09].

Name: E-Bribery

Given: A candidate set C, a collection of voters V , a preferred candidate p ∈ C, and a limit
k ∈ N.

Question: Is there a way to change the votes of at most k of the voters in V so that p is a
winner under election system E?

In the corresponding problem of weighted bribery where each voter has an associated

positive integer weight, the limit still denotes the number of voters to bribe. Though none

of our results use prices, we mention here that bribery is also considered for the case where

voters have an associated price, where the limit is then the total budget used [FHH09].

2.4 Computational Complexity

The focus of this thesis is on computational complexity results. Most of our results will

concern the classes P and NP. We assume that the reader is familiar with these two classes,

and the notions of what it means to be “hard” and what it means to be “complete” for

a given class. We also assume that the reader is familiar with polynomial-time many-one
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reductions (≤p
m ), and since all of the reductions in this thesis are polynomial-time many-

one reductions, we often simply refer to them as reductions. (See [GJ79] for a general

introduction to P, NP, and polynomial-time many-one reductions.)

As is standard in computational complexity theory, the election attacks defined above

are decision problems, and our results generally concern whether a given election system is

easy to attack, i.e., it is in P to determine if the attack is possible, or if it is difficult to

attack, i.e., it is NP-hard to determine if the attack is possible. Most of our results that

show problems to be NP-hard also show them to be NP-complete, where membership in NP

is generally trivial to show for these problems.

Our proofs of NP-hardness are all due to reductions from NP-complete problems such as

Partition and Exact Cover by 3-Sets, which we define below. We have some results that use

variants of these problems, but we will introduce them locally to where they are used.

Name: Partition [Kar72]

Given: Given a nonempty set of positive integers {k1, . . . , kt} such that
∑t

i=1 ki = 2K.

Question: Does there exist a subset A of {k1, . . . , kt} such that
∑
A = K?

Name: Exact Cover by 3-Sets [Kar72]

Given: Given a set B = {b1, . . . , b3k}, and a collection S = {S1, . . . , Sn} of three-element
subsets of B.

Question: Does there exists a subcollection S ′ of S such that every element of B occurs in
exactly one member of S ′?

Our polynomial-time results range from simple greedy approaches, to reductions to more

complex algorithms such as network flow and matrix permutation problems, and such prob-

lems will be defined locally for the results that use them.

In Chapters 5 and 6 we discuss results that include completeness results for higher classes,

that are widely believed to be strictly larger than NP. Most notably, the classes Θp
2, ∆p

2,

NPNP, coNPNP, and coNPNPNP

in the polynomial hierarchy. (We introduce these classes

here, but Chapters 5 and 6 each contain further discussion of the classes that appear in their

results.)

The polynomial hierarchy is defined by the classes Σp
k, Πp

k, and ∆p
k, where ∆p

0 = Πp
0 =

Σp
0 = P and, for all k ≥ 0, Σp

k+1 = NPΣp

k , Πp
k+1 = coNPΣp

k , and ∆p
k+1 = P∆p

k , where

the superscript is used to denote access to an oracle for a set of one’s choice from that

class. [MS72, Sto76]. In Chapter 6, we use the commonly used notation NPNP = Σp
2,

coNPNP = Πp
2, and coNPNPNP

= Πp
3 to refer to these classes.
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The class Θp
2 = PNP[log] was first studied by Papadimitriou and Zachos [PZ83], and

denotes the class of problems solvable by a P-machine that can ask O(log n) queries to an

NP oracle. Hemachandra showed that this class is equivalent to PNP
|| , the class of problems

solvable by a P-machine that can ask one round of parallel queries to an NP oracle [Hem89].

Note the following relationships between these classes:

P ⊆ NP ∩ coNP ⊆ NP ∪ coNP ⊆ Θp
2 ⊆ ∆p

2 ⊆ Σp
2 ∩ Πp

2 ⊆ Σp
2 ∪Πp

2 ⊆ Πp
3.

There are far fewer completeness results for higher levels of the polynomial hierarchy

than for NP (see [SU02a, SU02b]), and it is particularly interesting to find natural problems

at such high levels of complexity.

The computational complexity classes mentioned above concern the worst-case time com-

plexity of a given problem. A given NP-hard problem may have many more easy instances

than hard ones, and in practice a heuristic algorithm may be able to perform quite well.

However, there are known theoretical limits to the performance of heuristics for NP-hard

problems. A recent survey by Hemaspaandra and Williams [HW12] discusses such limi-

tations and shows that, due to the work by Buhrman and Hitchcock [BH08] and Cai et

al. [CCHO05], no polynomial-time heuristic algorithm can err on only subexponentially

many instances—unless the polynomial hierarchy collapses.

Usually not all instances of a problem are equally likely, so the distribution of the instances

must be taken into account to move beyond worst-case analysis to the average case. The

notion of average-case complexity due to Levin [Lev86] takes the distribution into account,

but this is difficult to work with and few problems are complete for the class.

Some recent work on election attacks has studied the performance of heuristics to examine

how hard these problems are in practice. Most of the empirical study of the hardness of

election attacks follows a similar design as the influential work by Walsh [Wal11] by examining

the performance of algorithms for an election-attack problem for elections with votes sampled

from either theoretical distributions such as the impartial culture model [GK68] or from

real-world data, e.g., the datasets available on PrefLib [MW13]. The analysis done in

these studies has generally consisted of descriptive statistics, e.g., the observed runtime

of an algorithm for the instances in the experiment, and some patterns and trends can be

discussed using such data, which can be valuable to motivate theoretical study. For example,

Walsh observed a smooth phase transition for manipulation of STV and veto [Wal11], and

Mossel, Procaccia, and Rácz later proved this for independent and identically distributed

votes [MPR13].

The rigorous study of the hardness of problems beyond worst-case complexity is a valuable
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and very difficult direction of research. But even showing that a problem is NP-hard gives

strong insight into the structure of the problem, and shows that polynomial-time algorithms

for the problem do not exist—unless P = NP.
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Chapter 3

Models for the Votes: Votes with Ties

3.1 Introduction

In this chapter we consider the effect of different generalizations of total-order preferences on

the complexity of the election attacks of manipulation, bribery, and control. The majority

of this chapter will focus on preferences that allow voters to state ties among the candidates

in addition to strict preference, but we will also consider the case where the preferences of

the voters do not need to be transitive, which is referred to as the case of irrational votes.

The computational study of the problems of manipulation, control, and bribery has

largely been restricted to elections where the voters have tie-free votes. Recent work by

Narodytska and Walsh [NW14] (see also [ML15]) studies the computational complexity of

the manipulation problem for top orders, i.e., votes where ties are allowed, but only among a

voter’s least-preferred candidates and are otherwise tie free. Some of our manipulation results

can be seen as expanding on the manipulation results from Narodytska and Walsh [NW14]

by solving open questions and considering more general types of votes with ties.

It is important that we understand the complexity of election problems for elections that

allow votes with ties, since in practical settings voters often have ties between some of the

candidates. For example, the online preference repository PrefLib contains several election

datasets containing votes with ties [MW13], and it is natural to allow agents to state votes

with ties when they have utilities over a set of candidates.

Election systems in use are sometimes defined for votes with ties. For example, both

the Kemeny rule [Kem59] and the Schulze rule [Sch11] are defined for votes that contain

ties. Also, there exist variants of the Borda count that are defined for top-order votes

(see [Eme13]). As described in Section 2.2.2, when necessary, we extend the definitions of

election systems to properly handle votes with ties.

Note that we are not considering the case of incomplete votes, but rather votes with ties.
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It is tempting to want to break ties in a voter’s preferences when they have votes with ties,

but it is very natural for a voter to have equal preference among some of the candidates

and so they should not be forced to state a tie-free vote. We mention in passing the line

of work on incomplete preferences that seeks to determine the “best extension” of a voter’s

preferences and use this to determine the winner of a given election (see, e.g., [XC11]).

For the computational study of manipulation, we are the first to consider orders that

allow a voter to state ties at each position of her preference order, i.e., weak orders. In

contrast to the work by Narodytska and Walsh [NW14], we give an example of a natural

case where manipulation becomes hard when given votes with ties, while it is in P for tie-

free votes. And we are the first to study the complexity of the standard models of control

and bribery for votes with ties. However, we mention here that Baumeister et al. [BFLR12]

consider a different version of bribery called extension bribery, for top orders (there called

top-truncated votes) [BFLR12].

This chapter is organized as follows. Our results are distributed among three sections,

each of which deals with a different behavior of votes with ties. In Section 3.2 we consider

cases where the complexity of an election attack can increase when moving from votes without

ties to votes with ties. In Section 3.3 we present examples where the complexity decreases

for votes with ties (and state a general observation on control). And in Section 3.4 we

present cases where the complexity remains the same, a general result on two-voter majority

graphs, and discuss axioms that our scoring-rule extensions defined in Section 2.2.2 satisfy.

We discuss related work in Section 3.6 and our general conclusions and some directions for

future work in Section 3.7.

We now present our results, many of which are about scoring rules. In Section 2.2.2 we

presented the extensions min, max, round-down, and average to properly handle votes with

ties, which extend scoring rules to score “groups” of tied candidates instead of each candidate

individually. To recall the definitions of each of our scoring-rule extensions, we repeat the

example from Table 2.1. Consider the candidate set {a, b, c, d} and the vote (a > b ∼ c > d).

We show the score assigned to each candidate using Borda (〈3, 2, 1, 0〉) using each of our

scoring-rule extensions.

Borda using min: score(a) = 3, score(b) = score(c) = 1, and score(d) = 0.

Borda using max: score(a) = 3, score(b) = score(c) = 2, and score(d) = 0.

Borda using round-down: score(a) = 2, score(b) = score(c) = 1, and score(d) = 0.

Borda using average: score(a) = 3, score(b) = score(c) = 1.5, and score(d) = 0.
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3.2 Complexity Goes Up

The related work on the complexity of manipulation for top orders [NW14] did not find a

natural case where manipulation complexity increases when moving from total orders to top

orders. We found such cases for Constructive Weighted Coalitional Manipulation (CWCM)

by considering votes that are single-peaked (in the possibly single-peaked model), so the proof

of the following theorem is deferred to Chapter 4, namely the proofs of Theorems 4.4.2, 4.4.3,

and 4.4.4, where we discuss models of single-peakedness.

Theorem 3.2.1 The complexity of 3-candidate Borda CWCM for possibly single-peaked

preferences goes from P to NP-complete for top orders using max, round-down, and average.

We now present cases where we observe an increase in the computational complexity of

control and of bribery when moving from tie-free votes to votes with ties.

Consider the complexity of Constructive Control by Adding Voters (CCAV), which asks

if the election chair can ensure that a preferred candidate wins by adding voters to the

election. (See Section 2.3.2 for a formal definition.) This problem is known to be in P for

plurality for total orders [BTT92].

Theorem 3.2.2 [BTT92] Plurality CCAV for total orders is in P.

Plurality using max for bottom orders is essentially the same as approval voting (where

each voter indicates either approval or disapproval of each candidate and the candidate(s)

with the most approvals win). For example, given the set of candidates {a, b, c, d}, an

approval vector that approves of a and c, and a preference order (a ∼ c > b > d) yield

the same scores for approval and plurality using max respectively. So the theorem below

immediately follows from the proof of Theorem 4.43 from Hemaspaandra, Hemaspaandra,

and Rothe [HHR07], which shows that CCAV for approval voting is NP-complete, and so we

see an increase in the complexity with respect to the case of total orders.

Theorem 3.2.3 Plurality CCAV for bottom orders (and thus also for weak orders) using

max is NP-complete.

We now show that the case of plurality for bottom orders and weak orders using average

is NP-complete.

Theorem 3.2.4 Plurality CCAV for bottom orders (and thus also for weak orders) using

average is NP-complete.
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Proof. Let B = {b1, . . . , b3k} and a collection S = {S1, . . . Sn} of 3-element subsets of

B where each Sj = {bj1, bj2 , bj3} be an instance of Exact Cover by 3-Sets, which asks if

there exists a subcollection S ′ of S such that each b ∈ B occurs in exactly one member of

S ′. Without loss of generality let k be divisible by 4 and let ℓ = 3k/4. We construct the

following instance of control by adding voters.

Let the candidates C = {p} ∪ B. Let the addition limit be k. Let the collection of

registered voters consist of the following (3k2 + 9k)/4 + 1 voters. (When “· · · ” appears at

the end of a vote here, the remaining candidates from C are ranked lexicographically. For

example, given the candidate set {a, b, c, d}, the vote (b > · · · ) denotes the vote (b > a >

c > d).)

• For each i, 1 ≤ i ≤ ℓ, k + 3 voters voting (bi ∼ bi+ℓ ∼ bi+2ℓ ∼ bi+3ℓ > · · · ).

• One voter voting (p > · · · ).

Let the collection of unregistered voters consist of the following n voters.

• For each Sj ∈ S, one voter voting (p ∼ bj1 ∼ bj2 ∼ bj3 > · · · ).

Notice that from the registered voters, the score of each bi candidate is (k − 1)/4 greater

than the score of p. Thus the chair must add voters from the collection of unregistered voters

so that no bi candidate receives more than 1/4 more points, while p must gain k/4 points.

Therefore the chair must add the voters that correspond to an exact cover. ❑

The complexity of bribery for plurality also goes from P for total orders to NP-complete

for votes with ties.

Theorem 3.2.5 [FHH09] Unweighted bribery for plurality for total orders is in P.

The proof that bribery for plurality for bottom orders and weak orders using max

is NP-complete immediately follows from the proof of Theorem 4.2 from Faliszewski,

Hemaspaandra, and Hemaspaandra [FHH09], which showed bribery for approval to be

NP-complete.

Theorem 3.2.6 Unweighted bribery for plurality for bottom orders and weak orders using

max is NP-complete.

3.3 Complexity Goes Down

Narodytska and Walsh [NW14] show that the complexity of coalitional manipulation can

go down when moving from total orders to top orders. In particular, they show that
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the complexity of coalitional manipulation (weighted or unweighted) for Borda goes from

NP-complete to P for top orders using min (which they refer to as round-up). This is

because when using min an optimal manipulator vote is to put p first and have all other

candidates tied for last.

In contrast, notice that the complexity of a (standard) control action cannot decrease

when more lenient votes are allowed. This is because the votes that create hard instances of

control are still able to be cast when more general votes are possible. The election chair is

not able to directly change votes, except in a somewhat restricted way in candidate control

cases, but it is clear to see how this does not affect the statement below.1

Observation 3.3.1 If a (standard) control problem is hard for a type of vote with ties, it

remains hard for votes that allow more ties.

What about bribery? Bribery can be viewed as a two-phase action consisting of control by

deleting voters followed by manipulation. Hardness for a bribery problem is typically caused

by hardness of the corresponding deleting voters problem or the corresponding manipulation

problem. If the deleting voters problem is hard, this problem remains hard for votes that

allow ties, and it is likely that the bribery problem remains hard as well. Our best chance

of finding a bribery problem that is hard for total orders and easy for votes with ties is a

problem whose manipulation problem is hard, but whose deleting voters problem is easy.

Such problems exist, e.g., all weighted m-candidate t-approval systems except plurality and

triviality.2

Theorem 3.3.2 [FHH09] Weighted bribery for m-candidate t-approval for all t ≥ 2 and

m > t is NP-complete.

For m-candidate t-approval elections (except plurality and triviality) the correspond-

ing weighted manipulation problem was shown to be NP-complete by Hemaspaandra and

Hemaspaandra [HH07] and the corresponding deleting voters problem was shown to be in P

by Faliszewski, Hemaspaandra, and Hemaspaandra [FHH15].

Theorem 3.3.3 Weighted bribery for m-candidate t-approval for weak orders and for top

orders using min is in P.

Proof. To perform an optimal bribery, we cannot simply perform an optimal deleting voter

action followed by an optimal manipulation action. For example, if the score of b is already

1A similar argument is used to explain the relationship between the easiness of control with respect to
general and single-peaked votes (see footnote 14 of Brandt et al. [BBHH15]).

2By triviality we mean a scoring rule with a scoring vector that gives each candidate the same score.
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at most the score of p, it does not make sense to delete a voter with vote (b > p ∼ a). But in

the case of bribery, we would change this voter to (p > a ∼ b), which could be advantageous.

However, the weighted version of constructive control by deleting voters (CCDV) algo-

rithm from [FHH15] still basically works. Since m is constant, there are only a constant

number of different votes possible. And we can assume without loss of generality that we

bribe only the heaviest voters of each vote-type and that each bribed voter is bribed to

put p first and have all other candidates tied for last. In order to find out if there exists a

successful bribery of k voters, we look at all the ways we can distribute this k among the

different types of votes. We then manipulate the heaviest voters of each type to put p first

and have all other candidates tied for last, and see if that makes p a winner. ❑

3.4 Complexity Remains the Same

Narodytska and Walsh [NW14] show that 4-candidate Copeland0.5 CWCM remains NP-

complete for top orders. They conjecture that this is also the case for 3 candidates and point

out that the reduction that shows this for total orders from Faliszewski, Hemaspaandra, and

Schnoor [FHS08] won’t work. We will prove their conjecture using the following variation of

Partition, which we define as Partition′ and show to be NP-complete below.

Name: Partition′

Given: A nonempty set of positive even integers {k1, . . . , kt} and a positive even integer K̂.

Question: Does there exist a partition (A,B,C) of {k1, . . . , kt} such that
∑
A =

∑
B + K̂?

Theorem 3.4.1 Partition′ is NP-complete.

Proof. The construction here is similar to the first part of the reduction to a different

version of Partition from Faliszewski, Hemaspaandra, and Hemaspaandra [FHH09].

Given {k1, . . . , kt} such that
∑t

i=1 ki = 2K, corresponding to an instance of Partition,

we construct the following instance {k′1, . . . , k
′
t, ℓ

′
1, . . . , ℓ

′
t}, K̂ of Partition′. Let k′i = 4i +

4t+1ki, ℓ
′
i = 4i, and K̂ = 4t+1K +

∑t

i=1 4i. (Note that in Faliszewski, Hemaspaandra,

Hemaspaandra [FHH09] “3”s were used, but we use “4”s here so that when we add a subset

of {k′1, . . . , k
′
t, ℓ

′
1, . . . , ℓ

′
t, K̂}, we never have carries in the last t + 1 digits base 4, and we set

the last digit to 0 to ensure that all numbers are even.)

If there exists a partition (A,B,C) of {k′1, . . . , k
′
t, ℓ

′
1, . . . , ℓ

′
t} such that

∑
A =

∑
B + K̂,

then ∀i, 1 ≤ i ≤ t, ⌊(
∑
A)/4i⌋ mod 4 = ⌊(

∑
B + K̂)/4i⌋ mod 4. Note that ⌊(

∑
A)/4i⌋ mod

4 = ‖A ∩ {k′i, ℓ
′
i}‖, ⌊(

∑
B)/4i⌋ mod 4 = ‖B ∩ {k′i, ℓ

′
i}‖, and ⌊K̂/4i⌋ mod 4 = 1. So, ‖A ∩
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{k′i, ℓ
′
i}‖ = ‖B ∩ {k′i, ℓ

′
i}‖ + 1. It follows that exactly one of k′i or ℓ′i is in A and neither is

in B. Since this is the case for every i, it follows that B = ∅. Now look at all ki such that

k′i is in A. That set will add up to K, and so our original Partition instance is a positive

instance.

For the converse, it is immediate that a subset D of {k1, . . . , kt} that adds up to K can

be converted into a solution for our Partition′ instance, namely, by putting k′i in A for every

ki in D, putting ℓ′i in A for every ki not in D, letting B = ∅, and putting all other elements

of {k′1, . . . , k
′
t, ℓ

′
1, . . . , ℓ

′
t} in C. ❑

We can now use Partition′ to prove the following theorem, which in turn proves the

conjecture by Narodytska and Walsh [NW14].3

Theorem 3.4.2 3-candidate Copelandα CWCM remains NP-complete for top orders, bot-

tom orders, and weak orders, for all rational α ∈ [0, 1) in the nonunique winner case (our

standard model).

Proof. The proof for bottom-order votes follows from the proof of the case for total-order

votes due to Faliszewski, Hemaspaandra, and Schnoor [FHS08]. We prove the top-order case

below, and it is clear to see that this proof also holds for weak orders.

Let {k1, . . . , kt}, K̂ be an instance of Partition′, which asks whether there exists a partition

(A,B,C) of {k1, . . . , kt} such that
∑
A =

∑
B + K̂.

Let k1, . . . , kt sum to 2K and without loss of generality assume that K̂ ≤ 2K. We now

construct an instance of CWCM. Let the candidate set C = {a, b, p} and let the preferred

candidate be p. Let there be two nonmanipulators with the following weights and votes.

• One weight K + K̂/2 nonmanipulator voting (a > b > p).

• One weight K − K̂/2 nonmanipulator voting (b > a > p).

From the votes of the nonmanipulators, score(a) = 2, score(b) = 1, and score(p) = 0. In

the induced majority graph, there is the edge a → b with weight K̂, the edge a → p with

weight 2K, and the edge b→ p with weight 2K. Let there be t manipulators with, weights

k1, . . . , kt.

Suppose that there exists a partition of {k1, . . . , kt} into (A,B,C) such that
∑
A =∑

B + K̂. Then for each ki ∈ A, have the manipulator with weight ki vote (p > b > a), for

each ki ∈ B, have the manipulator with weight ki vote (p > a > b), and for each ki ∈ C have

the manipulator with weight ki vote (p > a ∼ b). From the votes of the nonmanipulators

and manipulators, score(a) = score(b) = score(p) = 2α.

3Menon and Larson independently proved the top-order case of the following theorem [ML15].
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For the other direction, suppose that p can be made a winner. When all of the manip-

ulators put p first then score(p) = 2α (the highest score that p can achieve). Since α < 1,

the manipulators must have voted such that a and b tie. This means that a subcollection

of the manipulators with weight K voted (p > b > a), a subcollection with weight K − K̂

voted (p > a > b), and a subcollection with weight K̂ voted (p > a ∼ b). No other votes

would cause b and a to tie. Notice that the weights of the manipulators in the three different

subcollections form a partition (A,B,C) of {k1, . . . , kt} such that
∑
A =

∑
B + K̂. ❑

3-candidate Copelandα CWCM is unusual in that the complexity can be different if we

look at the unique winner case instead of the nonunique winner case (our standard model).

We prove that the only 3-candidate Copeland CWCM case that is hard for the unique winner

model remains hard using a very similar approach.

Theorem 3.4.3 3-candidate Copeland0 CWCM remains NP-complete for top orders, bottom

orders, and weak orders, in the unique winner case.

Proof. The proof for bottom-order votes follows from the proof of the case for total-order

votes due to Faliszewski, Hemaspaandra, and Schnoor [FHS08]. We prove the top-order case

below, and it is clear to see that this proof also holds for weak orders.

Let {k1, . . . , kt}, K̂ be an instance of Partition′, which asks whether there exists a partition

(A,B,C) of {k1, . . . , kt} such that
∑
A =

∑
B + K̂.

Let k1, . . . kt sum to 2K and without loss of generality assume that K̂ ≤ 2K. We now

construct an instance of CWCM. Let the candidate set C = {a, b, p}. Let the preferred

candidate be p ∈ C. Let there be two nonmanipulators with the following weights and

votes.

• One weight K + K̂/2 nonmanipulator voting (a > p > b).

• One weight K − K̂/2 nonmanipulator voting (b > a > p).

From the votes of the nonmanipulators score(a) = 2, score(b) = 0, and score(p) = 1. The

induced majority graph contains the edge a→ b with weight K̂, the edge a→ p with weight

2K, and the edge p→ b with weight K̂. Let there be t manipulators, with weights k1, . . . , kt.

Suppose that there exists a partition of {k1, . . . , kt} into (A,B,C) such that
∑
A =∑

B + K̂. Then for each ki ∈ A have the manipulator with weight ki vote (p > b > a), for

each ki ∈ B have the manipulator with weight ki vote (p > a > b), and for each ki ∈ C have

the manipulator with weight ki vote (p > a ∼ b). From the votes of the nonmanipulators

and the manipulators score(p) = 1 and score(a) = score(b) = 0.
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For the other direction, suppose that p can be made a unique winner. When all of the

manipulators put p first then score(p) = 1. So the manipulators must have voted so that

a and b tie, since otherwise either a or b would tie with p and p would not be a unique

winner. Therefore a subcollection of the manipulators with weight K voted (p > b > a),

a subcollection with weight K − K̂ voted (p > a > b), and a subcollection with weight K̂

voted (p > a ∼ b). No other votes would cause a and b to tie. ❑

The remaining 3-candidate Copelandα CWCM cases remain in P when moving from total

orders to votes with ties. The theorem below follows using the same arguments as in the

proof of the case without ties from Falizsewski, Hemaspaandra, and Schnoor [FHS08].

Theorem 3.4.4 3-candidate Copelandα CWCM remains in P for top orders, bottom orders,

and weak orders, for α = 1 for the nonunique winner case and for all rational α ∈ (0, 1] in

the unique winner case.

3.4.1 Majority-Graph Result

We now state a general theorem on two-voter majority graphs for votes with ties. See Brandt

et al. [BHKS13] for related work on majority graphs constructed from a fixed number of voters

with total orders. Recall that a majority graph can be constructed from an election (C, V )

by representing each candidate as a vertex in the graph and for every pair of candidates

a, b ∈ C the graph contains the edge a→ b if a > b by majority.

Theorem 3.4.5 A majority graph can be induced by two weak orders if and only if it can

be induced by two total orders.

Proof. Given two weak orders v1 and v2 that describe preferences over a candidate set C,

we construct two total orders, v′1 and v′2 iteratively as follows.

For each pair of candidates a, b ∈ C and i ∈ {1, 2}, if a > b in vi then set a > b in v′i.

For each pair of candidates a, b ∈ C, if a > b in v1 (v2) and a ∼ b in v2 (v1) then the

majority graph induced by v1 and v2 contains the edge a→ b. To ensure that the majority

graph induced by v′1 and v′2 contains the edge a→ b we must set a > b in v′2 (v′1).

After performing the above steps there may still be a set of candidates C ′ ⊆ C such that

v1 and v2 are indifferent between each pair of candidates in C ′. For each pair of candidates

a, b ∈ C ′, a ∼ b in v1 and v2, which implies the majority graph does not contain and edge

between a and b. To ensure that majority graph induced by v′1 and v′2 does not contain an

edge between a and b, without loss of generality set v′1 to strictly prefer the lexicographically

smaller to the lexicographically larger candidate and the reverse in v′2.
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The process described above constructs two orders v′1 and v′2 and ensures that the majority

graph induced by v1 and v2 is the same as the majority graph induced by v′1 and v′2. Since

for each pair of candidates a, b ∈ C and i ∈ {1, 2} we consider each possible case where a ∼ b

is in vi and set either a > b or b > a in the corresponding order v′i, it is clear that v′1 and v′2

are total orders. ❑

Observe that as a consequence of Theorem 3.4.5 we get a transfer of NP-hardness from

total orders to weak orders for two manipulators when the result depends only on the induced

majority graph. The proofs for Copelandα unweighted manipulation for two manipulators

for all rational α for total orders depend only on the induced majority graph [FHS08, FHS10],

so we can state the following corollary to Theorem 3.4.5.

Corollary 3.4.6 Copelandα unweighted manipulation for two manipulators for all rational

α 6= 0.5 for weak orders is NP-complete.

3.4.2 Irrational-Voter Copeland Results

Another way to give more flexibility to voters is to let the voters state preferences that are

not necessarily transitive, which are referred to as “irrational.” This simply means that for

every unordered pair a, b ∈ C of distinct candidates, the voter has a > b or b > a. For

example, a voter’s preferences could be (a > b, b > c, c > a). As mentioned by Faliszewski

et al. [FHHR09], a voter is likely to have preferences that are not transitive when making a

decision based on multiple criteria.

Additionally, the preferences of voters can include ties as well as irrationality, and we

will also consider such votes.

It is known that unweighted Copelandα manipulation is NP-complete for total orders for

all rational α except 0.5 [FHS08, FHS10]. For irrational voters, this problem is in P for

α = 0, 0.5, and 1, and NP-complete for all other α [FHS10]. Weighted manipulation for

Copelandα has not been studied for irrational voters. We will do so here.

Theorem 3.4.7 3-candidate Copelandα CWCM remains in P for irrational voters with or

without ties, for α = 1 for the nonunique winner case and for all rational α ∈ (0, 1] in the

unique winner case.

Theorem 3.4.8 3-candidate Copelandα CWCM remains NP-complete for irrational voters

with or without ties, for α = 0 in the unique winner case and for all rational α ∈ [0, 1) in

the nonunique winner case.
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The proofs of the above two theorems follow from the arguments in the proofs of the

corresponding rational cases, i.e., the proofs of Theorem 4.1 and 4.2 from Faliszewski,

Hemaspaandra, and Schnoor [FHS08] for the case of voters without ties and the proofs

of Theorems 3.4.2, 3.4.3, and 3.4.4 above for the case of voters with ties.

When α = 1, which (as mentioned in Section 2.2.3) is also known as Llull, interest-

ing things happen. It is known that 4-candidate Llull CWCM is in P for the unique and

nonunique winner cases [FHS12]. For larger fixed numbers of candidates, this is open.

Though it is known that unweighted manipulation for Llull (with an unbounded number of

candidates) is NP-complete [FHS10]. In contrast, we will show now that for irrational voters,

all these problems are in P, and we show this result by a reduction to maximum network

flow, which is well-known to be in P (see [AMO93]).

Theorem 3.4.9 Llull CWCM is in P for irrational voters with or without ties, in the

nonunique winner case and in the unique winner case.

Proof. Given a set of candidates C, a collection of voters V , k manipulators, and a

preferred candidate p ∈ C, the preferences of the manipulators will always contain p > a for

all candidates a 6= p. This determines the score of p. In addition, let the initial preferences

of the manipulators be a > b for each pair of candidates a, b ∈ C −{p} such that a defeats b

in V or such that a ties b in V and a is lexicographically smaller than b. Note that, if k > 0,

there are no pairwise ties in the election with the manipulators set in this way and that

the manipulators all have strict preferences between every pair of candidates (i.e., no ties in

their preferences). For every a 6= p, let score0(a) be the score of a with the manipulators set

as above.

Construct the following flow network. The nodes are: a source s, a sink t, and all

candidates other than p. For every a ∈ C − {p}, add an edge with capacity score0(a) from

s to a and add an edge with capacity score(p) from a to t. For every a, b ∈ C − {p}, add an

edge from candidate a to candidate b with capacity 1 if, when all manipulators set b > a,

the score of a decreases by 1 (and the score of b increases by 1).

If there is manipulation such that p is a winner, then for every candidate a ∈ C − {p},

score(a) ≤ score(p) so there is a network flow that saturates all edges that go out from s.

If there is a network flow that saturates all edges that go out from s then for every

a, b ∈ C − {p} such that there is a unit of flow from a to b, change a > b to b > a in all

manipulators.

This construction can be adapted to the unique winner case by letting the capacity of

the edge from a to t be score(p)− 1 instead of score(p). ❑
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3.5 Axioms

Scoring rules on total orders satisfy a number of important axioms (explained below) such

as neutrality, anonymity, consistency, continuity, and monotonicity.

It is interesting to see whether these axioms still hold if we allow weak orders using our

scoring-rule extensions. Informally, an anonymous election system treats all of the voters the

same, and a neutral election system treats all of the candidates the same. It is immediate

that all of our scoring-rule extensions satisfy anonymity and neutrality.

An election system is consistent if for all elections (C, V ) and (C, V ′) if there are common

winners, then these are exactly the winners of (C, V ∪ V ′). An election system is continuous

if for all elections (C, V ) and (C, V ′) if x ∈ C is the unique winner of (C, V ) then there exists

an n ∈ N such that x is the unique winner of (C, kV ∪ V ′) for all k ≥ n. Consistency and

continuity each follow from the same arguments used for the case for total orders (see [You75]

and [Zwi16]). Basically, consistency follows because the score of a candidate in the union of

two elections is the sum of the scores in the individual elections. Similarly, continuity holds

since we can multiply scores.

That leaves monotonicity, which for total orders and resolute election systems (a single

candidate wins) requires that for all elections (C, V ), if x ∈ C is the winner then if x is

“lifted” in a vote vi ∈ V (i.e., the preference of x is increased in the vote vi and the relative

positions of candidates in C − {x} remain unchanged) to yield the vote v′i then x is the

winner of (C, {v′i} ∪ V − {vi}).

To extend this definition for irresolute election systems Pegel [Pel81] states that when

a winning candidate x is lifted in a vote that x must remain a winner and no new winners

are added. (See also footnote 58 of [Zwi16] and [SZ12] for a discussion of monotonicity for

irresolute election systems.) We consider the obvious analogue for weak orders, and the

following is an example of the lifting operation. For an election ({x, y, z}, V ) where x is

a winner, consider the vote vi ∈ V and vi = (y > x ∼ z), so x can be lifted to yield

v′i = (y > x > z), v′i = (y ∼ x > z), or v′i = (x > y > z).

It is easy to see that the max, min, and average scoring-rule extensions all satisfy mono-

tonicity by a similar argument. For each of these extensions, when a winning candidate x

is lifted in a vote the score of x can only increase or remain the same, while the scores of

every other candidate can only decrease or remain the same. The round-down scoring-rule

extension does not satisfy monotonicity. Consider the following counterexample.

Example 3.5.1 Consider the candidate set {a, b, c, d, e}, the votes v1 = (a > c ∼ b > d > e)

and v2 = (c > a > d > b > e), and the 5-candidate scoring rule 〈16, 8, 4, 2, 0〉 using round-

down.
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Notice that score(a) = 16, score(b) = 6, score(c) = 20, score(d) = 6 and score(e) = 0.

If we lift the winning candidate c in vote v1 to yield v′1 = (a > c > b > d > e) we

increase the number of groups in the vote, so the score of a increases. So given v′1 and v2

score(a) = score(c) = 24. Since a became a winner when c was lifted, round-down does not

satisfy monotonicity.

Notice that if we used the scoring vector 〈4, 3, 2, 1, 0〉 (5-candidate Borda) our counterexample

would not work, since by lifting a winning candidate we can increase the number of groups in

v1 by at most one, and for Borda this means that no other candidate’s score will increase by

more than one (while a winning candidate’s score increases by at least one), so no candidate

will become a winner when x is lifted if she was not already a winner.

We mention here that Gärdenfors [Gär73] considers extensions to Borda for votes with ties

that are equivalent to Borda using average, min, and round-down and finds that monotonicity

holds (though Gärdenfors looks at election systems that produce a social ordering instead

of a set of winners and uses a somewhat different definition of monotonicity) [Gär73].

3.6 Related Work

The recent work by Narodytska and Walsh [NW14] studied the complexity of manipulation

for top orders and is very influential to our computational study of more general votes

with ties. Baumeister et al. [BFLR12] and Narodytska and Walsh [NW14] studied several

extensions for election systems for top orders, which we further extend for weak orders.

Menon and Larson [ML15] expanded on the work by Narodytska and Walsh and characterized

the complexity of weighted manipulation for all three-candidate scoring rules for top orders.

We also mention related work that considered other more general types of votes. Konczak

and Lang [KL05] introduced the possible and necessary winner problems, where given an

election where voters have incomplete votes, i.e., votes that may contain unspecified pref-

erences among (some of) the candidates, a possible winner is a candidate that wins in at

least one extension of the votes to total orders and a necessary winner is a candidate that

wins in every extension [KL05]. Note that the votes considered by Konczak and Lang are

tie-free. However, they stated how their work could be extended to also consider ties. Pini et

al. [PRVW11] also studied the possible and necessary winner problems, and they considered

votes with ties, incompleteness, and incomparability (where incomparability means that a

voter refuses to state a preference between two candidates).

Baumeister et al. [BFLR12] studied the possible winner problem for different types of

truncated votes (i.e., votes with incompleteness), where all of the unranked candidates appear

at the top, bottom, or middle of each vote [BFLR12]. Baumeister et al. also introduced the
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model of extension bribery, where given voters with top-truncated preferences, voters are paid

to extend their vote to ensure that a preferred candidate wins [BFLR12]. They additionally

extended the definitions of the election systems used to handle top-truncated votes, which

we generalize for votes with ties.

3.7 Conclusions

Allowing voters to state ties in their preferences is an important step to model more natural

scenarios for the computational study of elections. One would expect that the complexity of

many election attack problems remains the same when moving from tie-free votes to votes

with ties, but we were able to find interesting results on what can happen.

We were the first to find a case where the complexity of manipulation increases when

moving from tie-free votes to votes with ties. We found cases where the complexity of bribery

can increase and cases where it can decrease, and we stated a general observation about the

complexity of control.

For 3-candidate Copelandα elections, we found that in all cases for votes with ties and even

irrational votes with and without ties, the complexity of weighted manipulation remains the

same. However, though the complexity remains the same, in many cases a different argument

is required for votes with ties.

Overall, we presented a general overview of what can happen with respect to the worst-

case complexity of election-attack problems when voters are allowed to state votes with ties.

It would be interesting to see how the complexity of other election problems is affected by

votes with ties, which we consider to be a natural model for preferences in practical settings.
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Chapter 4

Models for the Electorate:

Single-Peakedness with Ties

4.1 Introduction

For a given election it is natural to consider that the preferences of the electorate have some

structure. In this chapter we consider votes that are single-peaked, and building upon the

work in the previous chapter, we consider different ways to model single-peakedness for votes

with ties.

The model of single-peaked preferences was introduced by Black [Bla48] and models

the preferences of a collection of voters with respect to a one-dimensional axis, i.e., a total

ordering of the candidates, where each voter in a single-peaked electorate has a single most-

preferred candidate (peak) on the axis and the farther that a candidate is from the voter’s

peak the less preferred they are by the voter [Bla48]. Figure 4.1 includes two preference

orders that are single-peaked and one that is not single-peaked with respect to the axis

A = a < d < b < e < c.

Single-peakedness is arguably the most important and commonly examined restriction

on preferences in economics and social choice, and the notion of single-peakedness nicely

models how an electorate views candidates with respect to a single polarizing issue (e.g.,

liberal vs. conservative), where candidates farther to the leftmost and rightmost points on

the axis represent the extremes of the issue.

This standard model of single-peaked preferences has many desirable social-choice prop-

erties. When the voters in an election are single-peaked, the majority relation is transi-

tive [Bla48] (i.e., for each pair of candidates a, b if a > b and b > c then a > c, by majority)

and there exist voting rules that are strategyproof [Mou80] (i.e., a voter cannot misrepre-
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Figure 4.1: The solid line represents the single-peaked preference order (b > e > d > a > c),
the dashed line represents the single-peaked preference order (c > e > b > d > a), and the
dotted line represents the preference order (a > c > d > e > b), which is not single-peaked.

sent her preferences to achieve a personally better outcome). Additionally, computational

problems often become easier when preferences are single-peaked, when compared to the

general case. For tie-free votes, the complexity of election-attack problems often decreases

when the voters in an election are single-peaked [FHHR11, BBHH15] (or even nearly single-

peaked [FHH14a]), and the winner problems for Kemeny, Dodgson, and Young elections are

in P [BBHH15] when they are Θp
2-complete in general [HHR97, HSV05, RSV03].

4.1.1 Single-Peakedness with Ties

In computational social choice the study of single-peaked preferences is typically restricted

to tie-free preferences, but, as discussed in Chapter 3, in practical settings voters often have

some degree of ties in their preferences and election systems exist that properly consider

these preferences with ties. We introduce four important models for single-peakedness with

ties here, and formal definitions will follow in Section 4.2.

The standard model of single-peaked preferences introduced by Black [Bla48] is naturally

defined for votes with ties. For a voter to have single-peaked preferences in this model

they must have strictly increasing and then strictly decreasing preferences or only strictly

increasing (decreasing) preferences along a given axis. So when votes with ties are allowed

voters can only have tied preference between candidates that appear on opposite sides of

their peak.

Black later extended this model to single-plateaued preferences, which model the pref-

erences of a collection of voters in a similar way, but allow voters to have multiple most

preferred candidates (which form a plateau instead of a peak) in their preferences [Bla58,
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Chapter 5].1

Recently, two additional models of single-peakedness have been introduced that extend

the standard model: the model of possibly single-preferences (introduced by Lackner in the

context of partial votes [Lac14]),2 where a voter is possibly single-peaked with respect to

a given axis if they have weakly increasing and then weakly decreasing preferences or only

weakly increasing (decreasing) preferences along the axis, and the model of single-peaked

preferences with outside options [Can04], where a voter is single-peaked with outside options

with respect to a given axis if they have single-peaked preferences over a closed interval of

the axis, candidates outside this interval are strictly less preferred, and they are tied among

all of the candidates outside this interval.

4.1.2 Contributions

The aforementioned social choice and computational results on elections with single-peaked

preferences lead us to ask the question: How can we determine what axis (if any) makes a

given electorate single-peaked? This is known as the single-peaked consistency problem. For

tie-free votes, Bartholdi and Trick [BT86] showed that this problem was in P by a reduction

to the problem of determining if a 0-1 matrix has the consecutive ones property. We extend

this result to show that the consistency problem for single-peaked, single-plateaued, possibly

single-peaked, and single-peaked preferences with outside options for votes with ties are each

in P. For the model of possibly single-peaked preferences, this solves the main open problem

in the work by Lackner [Lac14] that introduces this model.

We show that each of these problems are in P by a reduction to the problem of determining

if a 0-1 matrix has the consecutive ones property, and so we get a nice correspondence between

the axis and the permutation of the columns of the matrix in the reduction. A reduction

to this consecutive ones problem was used by Bartholdi and Trick [BT86] to determine the

single-peaked consistency for tie-free votes, and Bredereck, Chen, and Woeginger [BCW13]

present a reduction to this same problem to determine the single-crossing consistency for tie-

free votes.3 We also mention that after single-peaked consistency for tie-free votes was shown

to be in P, both Doignon and Falmagne [DF94] and Escoffier, Lang, and Öztürk [ELÖ08]

independently found faster direct algorithms.

In Chapter 3 we considered the effect of allowing votes with ties on the complexity of

manipulation, control, and bribery. In this chapter we extend this work for the case of

1We mention that for weak orders the definition of single-peaked preferences from Fishburn [Fis73, Chap-
ter 9] is the same as Black’s definition of single-plateaued preferences [Bla58, Chapter 5].

2The possibly single-peaked model is also known as the existentially single-peaked model.
3The model of single-crossing preferences is another domain restriction [Mir71]. Its corresponding con-

sistency problem for tie-free votes was first shown to be in P by Elkind, Faliszewski, and Slinko [EFS12].
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single-peaked preferences for votes with ties, and examine the effect of different models of

single-peakedness on the complexity of manipulation. We present the first natural case

where there is an increase in complexity of manipulation from tie-free votes to votes with

ties, by considering votes that are possibly single-peaked. Menon and Larson [ML16] later

systematically examined the complexity of manipulation for single-peaked preferences with

outside options for top orders (which is equivalent to the model of possibly single-peaked

preferences for top orders) and found that the complexity often increases with respect to the

tie-free case. In contrast, we show for scoring rules and other natural systems that for the

standard model of single-peakedness, and for single-plateauedness, allowing votes with ties

does not increase the complexity of manipulation.

This chapter is organized as follows. In Section 4.2 we introduce each of the four models

of single-peakedness for votes with ties, and compare the social-choice properties of these

different models and how they each relate to one another. Section 4.3 is split into four

subsections, and in each subsection we redefine one of the four models of single-peakedness

using forbidden substructures and describe a transformation from its consistency problem to

the problem of determining if a 0-1 matrix has the consecutive ones property. In Section 4.4

we discuss the computational impact of single-peaked votes with ties on the complexity

of manipulation and how this is further impacted by the choice of the model of single-

peakedness. We conclude in Section 4.5 by summarizing our results.

4.2 Models of Single-Peakedness for Votes with Ties

We consider four important models of single-peaked preferences for votes with ties. For the

following definitions, for a given axis A (a total ordering of the candidates) and a given

preference order v, we say that v is strictly increasing (decreasing) along a segment of A

if each candidate is preferred to the candidate on its left (right) with respect to A. In

Figure 4.2 we present an example of each of the four models of single-peaked preferences,

and in Figure 4.3 we show how the four models relate to each other. We begin by stating

the definition of the standard model of single-peakedness from Black [Bla48].

Definition 4.2.1 Given a preference profile V of weak orders over a set of candidates C,

V is single-peaked with respect to a total ordering of the candidates A (an axis) if for each

voter v ∈ V , A can be split into three segments X, Y , and Z (X and Z can each be empty)

such that Y contains only the most-preferred candidate of v, v is strictly increasing along X

and v is strictly decreasing along Z.

We can restate the above definition informally by stating that each preference order is
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strictly increasing to a peak and then strictly decreasing, only strictly increasing, or only

strictly decreasing, all along the given axis.

Observe that for a preference profile of votes with ties to be single-peaked with respect

to an axis, each voter can have a tie between at most two candidates at each position in

her preference order since the candidates must each appear on separate sides of her peak.

Otherwise the preference order would not be strictly increasing/decreasing along the given

axis.

We define the corresponding problem of single-peaked consistency for weak orders below.

Name: Single-Peaked Consistency for Weak Orders

Given: A preference profile V of weak orders and a set of candidates C.

Question: Does there exist an axis A such that V is single-peaked with respect to A?

The model of single-plateaued preferences extends single-peakedness by allowing voters

to have multiple most-preferred candidates (a single plateau at the top) instead of a single

peak [Bla58]. This is defined by extending Definition 4.2.1 so that Y can contain multiple

candidates.

Definition 4.2.2 Given a preference profile V of weak orders over a set of candidates C, V

is single-plateaued with respect to a total ordering of the candidates A (an axis) if for each

voter v ∈ V , A can be split into three segments X, Y , and Z (X and Z can each be empty)

such that Y contains only the most-preferred candidates of v, v is strictly increasing along

X and v is strictly decreasing along Z.

We define the corresponding problem of single-plateaued consistency for weak orders

below.

Name: Single-Plateaued Consistency for Weak Orders

Given: A preference profile V of weak orders and a set of candidates C.

Question: Does there exist an axis A such that V is single-plateaued with respect to A?

Another extension to the standard model of single-peakedness is the model of possibly

single-peaked preferences introduced by Lackner [Lac14]. A preference profile is possibly

single-peaked with respect to a given axis if there exists an extension of each preference

order to a total order such that the new preference profile of total orders is single-peaked.

This can be stated without referring to extensions, for votes with ties, in the following way.
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Definition 4.2.3 Given a preference profile V of weak orders over a set of candidates C,

V is possibly single-peaked with respect to a total ordering of the candidates A (an axis) if

for each voter v ∈ V , A can be split into three segments X, Y , and Z (X and Z can each be

empty) such that Y contains the most-preferred candidates of v, v is weakly increasing along

X and v is weakly decreasing along Z.

We define the corresponding problem of possibly single-peaked consistency for weak or-

ders below.

Name: Possibly Single-Peaked Consistency for Weak Orders

Given: A preference profile V of weak orders and a set of candidates C.

Question: Does there exist an axis A such that V is possibly single-peaked with respect

to A?

Notice that the above definition extends the definition of single-plateaued preferences to

allow for multiple plateaus on either side of the peak. So for votes with ties, possibly single-

peaked preferences model when voters have weakly increasing and then weakly decreasing

or only weakly increasing/decreasing preferences along an axis.

Another generalization of single-peaked preferences for votes with ties was introduced

by Cantala [Can04]: the model of single-peaked preferences with outside options. When

preferences satisfy this restriction with respect to a given axis, each voter has a segment of

the axis where they have single-peaked preferences and candidates appearing outside of this

segment on the axis are strictly less preferred and the voter is tied among them. Similar to

how single-plateaued preferences extend the standard single-peaked model to allow voters

to state multiple most-preferred candidates, the notion of single-peaked preferences with

outside options extends the standard model to allow voters to state multiple least-preferred

candidates.

Definition 4.2.4 Given a preference profile V of weak orders over a set of candidates C, V

is single-peaked with outside options with respect to a total ordering of the candidates A (an

axis) if for each voter v ∈ V , A can be split into five segments O1, X, Y , Z, and O2 (O1,

X, Z, and O2 can each be empty) such that Y contains only the most-preferred candidate

of v, v is strictly increasing along X and v is strictly decreasing along Z, for all candidates

a ∈ X ∪ Y ∪ Z and b ∈ O1 ∪ O2, v states a > b, and for all candidates x, y ∈ O1 ∪ O2, v

states x ∼ y.

We define the corresponding consistency problem for single-peaked preferences with out-

side options for weak orders below.
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Name: Single-Peaked Consistency with Outside Options for Weak Orders

Given: A preference profile V of weak orders and a set of candidates C.

Question: Does there exist an axis A such that V is single-peaked with outside options

with respect to A?

a b c d e f g

Figure 4.2: Given the axis A = a < b < c < d < e < f < g, the solid line is the single-
peaked order (e > d > c ∼ f > b > a > g), the dashed line is the single-plateaued order
(b ∼ c > d > e > f > g > a), the dashed-dotted line is the single-peaked with outside
options order (d > c ∼ e > a ∼ b ∼ f ∼ g), and the dotted line is the possibly single-peaked
order (f ∼ g > e > d ∼ c > b > a). See Figure 4.3 for the relationships between the four
models.

4.2.1 Social-Choice Properties

We now briefly state some general observations on single-peaked preferences for votes with

ties, including how the models relate to each other, as well as their social-choice properties.

See the related work by Barberà [Bar07] for a more in-depth comparison of the different

social-choice properties of the models of single-peaked, single-plateaued, and single-peaked

preferences with outside options for votes with ties.

It is easy to see that for total-order preferences each of the four models of single-

peakedness with ties that we consider are equivalent. In Figure 4.3 we show how the models

are related for weak orders, top orders, and bottom orders.

One of the most well-known and desirable properties of an election with single-peaked

preferences is that the majority relation is transitive [Bla48]. A majority relation is transitive

if for all distinct candidates a, b, c ∈ C if a > b and b > c by majority then a > c by majority.

When the majority relation is transitive then we know that weak Condorcet winners exist.
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Single-Peaked
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Single-Peaked

(a) Relationship for weak orders

Single-Peaked Single-Plateaued

Possibly
Single-Peaked

Single-Peaked with
Outside Options

(b) Relationship for top orders

Single-Peaked Single-Plateaued

Possibly
Single-Peaked

Single-Peaked with
Outside Options

(c) Relationship for bottom orders

Figure 4.3: Relationships between the four models of single-peaked preferences for different
types of votes with ties, where A→ B indicates that a preference profile satisfying model A
also satisfies model B.

(Recall that a weak Condorcet winner is a candidate that ties-or-beats every other candidate

pairwise.) The transitivity of the majority relation also holds when the voters have single-

plateaued preferences [Bla58].

It is not necessarily the case that the majority relation is transitive when preferences in an

election are single-peaked with outside options or are possibly single-peaked. Cantala [Can04]

provides an example of a profile that is single-peaked with outside options that does not have

a weak Condorcet winner, and so does not have a transitive majority relation. To illustrate

this: Consider the preference profile V comprised of the following five voters from Table 9.1

in Fishburn [Fis73].

• One voter voting (b > a > c).

• Two voters voting (c > b > a).

• Two voters voting (a > b ∼ c).

When we evaluate this preference profile under the majority rule where x > y by majority

if more voters state x > y than y > x, then V has the majority cycle a > c > b > a [Fis73].

Clearly V is single-peaked with outside options (and thus also possibly single-peaked) with

respect to the axis A = a < b < c.

The possibly single-peakedness model considers the existence of an extension of the pref-

erences of all of the voters to single-peaked total orders. We briefly consider the case where
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every extension to the votes are single-peaked total orders, and make two observations.

Observation 4.2.5 If a preference profile of weak orders is single-peaked then all extensions

of the preferences to total orders are also single-peaked.

Observation 4.2.6 If a preference profile of weak orders is single-plateaued and each pref-

erence order has at most two most-preferred candidates, then all extensions of the preferences

to total orders are single-peaked.

4.3 Detecting Single-Peakedness

Given a preference profile it is natural to ask how to determine if an axis exists such that the

profile satisfies one of the above restrictions. This is referred to as the consistency problem

for a restriction. Bartholdi and Trick [BT86] showed that single-peaked consistency for total

orders can be determined in polynomial time (i.e., is in P) by reducing to the following

problem of determining if a 0-1 matrix has the consecutive ones property, and we extend

this result to show that the consistency problem for single-peaked, single-plateaued, possibly

single-peaked, and single-peaked preferences with outside options, for weak orders are each

in P.

Name: Consecutive-ones matrix.

Given: A 0-1 matrix M .

Question: Does there exist a permutation of the columns of M such that in each row all of

the 1’s are consecutive?

The above problem was shown to be in P by Fulkerson and Gross [FG65]. Booth and

Lueker [BL76] improved on this result by finding a linear-time algorithm through the develop-

ment and use of the novel PQ-tree data structure, which contains all (possibly exponentially

many) permutations of the columns of a matrix such that all of the 1’s are consecutive in

each row.

4.3.1 Possibly Single-Peaked Consistency

The most general of the four models that we consider is the model of possibly single-peaked

preferences. The construction and corresponding proof will be the basis for showing that

the consistency problems for single-peaked, single-plateaued, and single-peaked preferences

with outside options for weak orders are each also in P.
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Given an axis A and a preference order v, if v is possibly single-peaked with respect to A

then v cannot have strictly decreasing and then strictly increasing preferences with respect

to A. Following the terminology used by Lackner [Lac14], we refer to this as a v-valley.

Definition 4.3.1 A preference order v over a candidate set C contains a v-valley with

respect to an axis A if there exist candidates a, b, c ∈ C such that a < b < c in A and v states

a > b and c > b.

Using the v-valley substructure we can state the following lemma, which will simplify the

argument used in the proof of Theorem 4.3.5.

Lemma 4.3.2 [Lac14] Let V be a preference profile of weak orders. V is possibly single-

peaked with respect to an axis A if and only if no preference order v ∈ V contains a v-valley

with respect to A.

To construct a matrix from a preference profile of weak orders, we extend the transfor-

mation from Bartholdi and Trick [BT86] so that it works for weak orders. We describe the

construction below.

Construction 4.3.3 Let V be a preference profile of weak orders over candidate set C. For

each v ∈ V construct a (‖C‖ − 1) × ‖C‖ matrix Xv. Each column of Xv corresponds to a

candidate in C. For each candidate c ∈ C let k be the number of candidates that are strictly

preferred to c by v and let the corresponding column in matrix Xv contain k 0’s starting at

row one, with the remaining entries filled with 1’s. All ‖V ‖ of the matrices are row-wise

concatenated to yield the (‖V ‖ · (‖C‖ − 1))× ‖C‖ matrix X.

The main difference in our construction is that we have to handle the case of ties, so we

determine the number of 1’s in each column using the number of candidates ranked strictly

less than a given candidate, so this results in one fewer row in each of the individual preference

matrices. In the construction used by Bartholdi and Trick [BT86], given a preference order

v over a set of candidates C, for all a, b ∈ C, v states a > b if and only if the number of 1’s in

the column corresponding to a is greater than the number of 1’s in the column corresponding

to b in Xv. Notice that this still holds for our construction.

Below we show how Construction 4.3.3 is applied to a preference profile of weak orders

that is possibly single-peaked.

Example 4.3.4 Consider the preference profile V that consists of the preference orders v

and w. Let the preference order v be (a ∼ c > b > e ∼ d > f) and the preference order w be
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(a > b > c > e ∼ d > f). Notice that V does not contain a guiding order,4 which is required

by the algorithm for weak orders found in Lackner [Lac14].

Xv =

a b c d e f



1 0 1 0 0 0

1 0 1 0 0 0

1 1 1 0 0 0

1 1 1 1 1 0

1 1 1 1 1 0




Xw =

a b c d e f



1 0 0 0 0 0

1 1 0 0 0 0

1 1 1 0 0 0

1 1 1 1 1 0

1 1 1 1 1 0




We then row-wise concatenate Xv and Xw to construct X .

X =

a b c d e f


1 0 1 0 0 0

1 0 1 0 0 0

1 1 1 0 0 0

1 1 1 1 1 0

1 1 1 1 1 0

1 0 0 0 0 0

1 1 0 0 0 0

1 1 1 0 0 0

1 1 1 1 1 0

1 1 1 1 1 0




X ′ =

b a c d e f


0 1 1 0 0 0

0 1 1 0 0 0

1 1 1 0 0 0

1 1 1 1 1 0

1 1 1 1 1 0

0 1 0 0 0 0

1 1 0 0 0 0

1 1 1 0 0 0

1 1 1 1 1 0

1 1 1 1 1 0




Next, we permute the columns of X so that in each row all of the 1’s are consecutive to yield

X ′. Observe that V is possibly single-peaked with respect to b < a < c < d < e < f , the

ordering of the columns of X ′ as its axis.

We now show that possibly single-peaked consistency for weak orders and the problem of

determining if the constructed 0-1 matrix has the consecutive ones property are equivalent

using Lemma 4.3.2 and Construction 4.3.3.

4Lackner defines a guiding order as an implicitly specified total order constructed in the following way.
If there exists a voter v ∈ V such that v has a unique last-ranked candidate, then that candidate is

appended to the top of the guiding order. This is then repeated on the preference profile restricted to the
candidates not yet added to the guiding order until either the guiding order is a total order or there is no
v ∈ V with a unique last-ranked candidate, the case where no guiding order exists [Lac14]. Note that if a
given preference profile is possibly single-peaked then it remains possibly single-peaked if a guiding order is
added as an additional preference order [Lac14].
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Theorem 4.3.5 A preference profile V of weak orders is possibly single-peaked consistent

if and only if the matrix X, constructed using Construction 4.3.3, has the consecutive ones

property.

Proof. Let V be a preference profile of weak orders. Essentially the same argument as

used by Bartholdi and Trick [BT86] holds.

If V is possibly single-peaked with respect to an axis A then by Lemma 4.3.2 we know

that no preference order v ∈ V contains a v-valley with respect to A. When the columns

of the matrix X are permuted to correspond to the axis A no row will contain the sequence

· · · 1 · · ·0 · · ·1 · · · since this corresponds to a preference order that strictly decreases and

then strictly increases along the axis A (a v-valley). Therefore X has the consecutive ones

property.

For the other direction suppose that V is not possibly single-peaked. Then by

Lemma 4.3.2 we know that for every possible axis there exists a preference order v ∈ V

such that v contains a v-valley with respect to that axis. So every permutation of the

columns of X will correspond to an axis where some preference order has a v-valley. As

stated in the proof of the other direction, a v-valley corresponds to a row containing the

sequence · · · 1 · · ·0 · · · 1 · · · so clearly X does not have the consecutive ones property.

The only difference from the argument used by Bartholdi and Trick [BT86] for total

orders is that in our case the preference orders can remain constant at the peak and at

points on either side of the peak. The same argument still applies since by Lemma 4.3.2 the

absence of v-valleys with respect to an axis is equivalent to a profile of weak orders being

possibly single-peaked with respect to that axis. ❑

Corollary 4.3.6 Possibly single-peaked consistency for weak orders is in P.

4.3.2 Single-Plateaued Consistency

Single-plateaued preferences are a much more restrictive model than possibly single-peaked

preferences since essentially they are single-peaked except that each preference order can

have multiple most-preferred candidates [Bla58, Chapter 5].

Since a preference order must be strictly increasing and then strictly decreasing with

respect to an axis (excluding its most-preferred candidates) we can again use the v-valley

substructure. However we will need another substructure to prevent two candidates that

are tied in a voter’s preference order from appearing on the same side of that voter’s peak

(plateau).
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Definition 4.3.7 A preference order v over a candidate set C contains a nonpeak plateau

with respect to A if there exist candidates a, b, c ∈ C such that a < b < c in A and v states

either a > b ∼ c or c > b ∼ a.

We use the v-valley and nonpeak plateau substructures to state the following lemma.

Lemma 4.3.8 Let V be a preference profile of weak orders. V is single-plateaued with respect

to an axis A if and only if no preference order v ∈ V contains a v-valley with respect to A

and no preference order v ∈ V contains a nonpeak plateau with respect to A.

Proof. Let C be a candidate set, V be a preference profile of weak orders, and A be an

axis.

If V is single-plateaued with respect to A then for every preference order v ∈ V , A can

be split into segments X , Y , and Z such that v is strictly increasing along X , remaining

constant along Y , and strictly decreasing along Z. Since v is only ever strictly decreasing

along Z and Z is the rightmost segment of A, v cannot contain a v-valley with respect to

A. For a nonpeak plateau to exist with respect to A there must exist candidates a, b, c ∈ C

such that a < b < c in A and v states either a > b ∼ c or c > b ∼ a.

We first consider the case where v states a > b ∼ c. Since v strictly prefers a to b and a

to c, and both b and c are to the right of a on the axis, we know that both b and c must be

in segment Z. However, v is strictly decreasing along Z, so v cannot have a nonpeak plateau

of this form.

We now consider the case where v states c > b ∼ a. Since c is strictly preferred to a and

b by v and both a and b are to the left of c on the axis we know that both a and b must be in

segment X . However, v is strictly increasing along X , so v cannot have a nonpeak plateau

of this form.

For the other direction we consider the case when no preference order v ∈ V contains a

v-valley with respect to A and no preference order v ∈ V contains a nonpeak plateau with

respect to A.

Since no preference order v ∈ V contains a v-valley with respect to A, we know from

Lemma 4.3.2 that V is possibly single-peaked with respect to A. Since we also know that no

preference order v ∈ V contains a nonpeak plateau with respect to A it is easy to see that

V is single-plateaued with respect to A. ❑

Since the nonpeak plateau substructure is needed in addition to the v-valley substructure,

we need to extend Construction 4.3.3 so that if a preference order contains a nonpeak plateau

with respect to an axis A, then when the columns of its corresponding preference matrix are

permuted according to A the matrix will contain a row with the sequence · · · 1 · · ·0 · · · 1 · · · .
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Construction 4.3.9 Let V be a preference profile of weak orders over candidate set C. For

each v ∈ V construct a (‖C‖ − 1) × ‖C‖ matrix Xv. Each column of Xv corresponds to a

candidate in C. For each candidate c ∈ C let k be the number of candidates that are strictly

preferred to c by v and let the corresponding column in matrix Xv contain k 0’s starting at

row one, with the remaining entries filled with 1’s (as in Construction 4.3.3). The following

extensions to Construction 4.3.3 ensure that if v has a nonpeak plateau with respect to an

axis A then when the columns of Xv are permuted according to A it will not have consecutive

ones in rows.

For each pair of candidates a, b ∈ C such that v states a ∼ b, they are not among v’s most-

preferred candidates, and there is no candidate c ∈ C −{a, b} such that v is tied among a, b,

and c, then append three additional rows to the matrix Xv where the column corresponding

to a is
[
0 1 1

]′
, the column corresponding to b is

[
1 1 0

]′
, each column corresponding

to a candidate strictly preferred to a and b is
[
1 1 1

]′
, and each column corresponding to

a remaining candidate is
[
0 0 0

]′
.

If there exist four candidates a, b, c, d ∈ C such that v states d > a ∼ b ∼ c, then let X

be a matrix with no solution and halt.

After constructing a matrix Xv for each v ∈ V , all ‖V ‖ of the matrices are row-wise

concatenated to yield a matrix X.

We now show how Construction 4.3.9 is applied to a preference profile of weak orders

that is single-plateaued.

Example 4.3.10 We consider the same preference profile as in Example 4.3.4 and we bold

the additional rows in this example. Let the preference order v be (a ∼ c > b > e ∼ d > f)

and the preference order w be (a > b > c > e ∼ d > f).

Xv =

a b c d e f


1 0 1 0 0 0

1 0 1 0 0 0

1 1 1 0 0 0

1 1 1 1 1 0

1 1 1 1 1 0

1 1 1 0 1 0

1 1 1 1 1 0

1 1 1 1 0 0




Xw =

a b c d e f


1 0 0 0 0 0

1 1 0 0 0 0

1 1 1 0 0 0

1 1 1 1 1 0

1 1 1 1 1 0

1 1 1 0 1 0

1 1 1 1 1 0

1 1 1 1 0 0



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We then row-wise concatenate Xv and Xw to construct X .

X =

a b c d e f


1 0 1 0 0 0

1 0 1 0 0 0

1 1 1 0 0 0

1 1 1 1 1 0

1 1 1 1 1 0

1 1 1 0 1 0

1 1 1 1 1 0

1 1 1 1 0 0

1 0 0 0 0 0

1 1 0 0 0 0

1 1 1 0 0 0

1 1 1 1 1 0

1 1 1 1 1 0

1 1 1 0 1 0

1 1 1 1 1 0

1 1 1 1 0 0




X ′ =

e b a c d f


0 0 1 1 0 0

0 0 1 1 0 0

0 1 1 1 0 0

1 1 1 1 1 0

1 1 1 1 1 0

1 1 1 1 0 0

1 1 1 1 1 0

0 1 1 1 1 0

0 0 1 0 0 0

0 1 1 0 0 0

0 1 1 1 0 0

1 1 1 1 1 0

1 1 1 1 1 0

1 1 1 1 0 0

1 1 1 1 1 0

0 1 1 1 1 0




Next, we permute the columns of X such that in each row all of the ones are consecutive

to yield X ′. Observe that V is single-plateaued with respect to this new ordering e < b <

a < c < d < f as its axis. Also notice that an axis containing d and e adjacent to each

other (as seen in Example 4.3.4) would not correspond to an ordering of the columns of

X with consecutive ones in rows due to the additional rows from the extensions made to

Construction 4.3.3 in Construction 4.3.9.

Construction 4.3.3 ensures that no preference order contains a v-valley and the extensions

made in Construction 4.3.9 ensure that no preference order contains a nonpeak plateau. So

the proof of the following theorem uses a similar argument to the proof of Theorem 4.3.5.

Now the presence of v-valleys or nonpeak plateaus, not just v-valleys, is equivalent to a row

containing the sequence · · · 1 · · · 0 · · ·1 · · · .

Theorem 4.3.11 A preference profile V of weak orders is single-plateaued consistent if and

only if the matrix X, constructed using Construction 4.3.9, has the consecutive ones property.

Proof. Let V be a preference profile of weak orders. We extend the argument used

by Bartholdi and Trick [BT86] and the proof of Theorem 4.3.5 except in this case we use

Lemma 4.3.8 instead of Lemma 4.3.2.
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If V is single-plateaued with respect to an axis A then by Lemma 4.3.8 we know that

no v ∈ V contains a v-valley with respect to A and no v ∈ V contains a nonpeak plateau

with respect to A. When the columns of the matrix X are permuted to correspond to the

axis A no row will contain the sequence · · · 1 · · ·0 · · ·1 · · · since this would correspond to a

preference order that strictly decreases and then strictly increases along the axis A (a v-

valley) or it would correspond to a preference order that has two tied candidates appearing

on the same side of its peak (a nonpeak plateau). Therefore X has the consecutive ones

property.

Conversely, suppose that V is not single-plateaued consistent. We know from

Lemma 4.3.8 that for every possible axis there exists a preference order v ∈ V such that v

contains a v-valley or v contains a nonpeak plateau with respect to that axis.

If there exists a preference order v ∈ V and candidates a, b, c, d ∈ C such that v states

d > a ∼ b ∼ c then we know that X has no solution.

Else, we know that every permutation of the columns of X directly corresponds to an

axis where a preference order has a v-valley or a nonpeak plateau. And as stated in the other

direction, the presence of a v-valley or a nonpeak plateau corresponds to a row containing

the sequence · · · 1 · · ·0 · · · 1 · · · .

Therefore X does not have the consecutive ones property. ❑

Corollary 4.3.12 Single-plateaued consistency for weak orders is in P.

4.3.3 Single-Peaked Consistency with Outside Options

It is easy to see that a given preference profile of top orders is single-peaked with outside

options if and only if it is possibly single-peaked. So it is immediate from the result by

Lackner [Lac14] that shows that possibly single-peaked consistency for top orders is in P,

that the consistency problem for single-peaked preferences with outside options for top orders

is in P.

Recall that a preference order is single-peaked with outside options if and only if it is

single-peaked for the standard model of single-peakedness in a closed interval of the axis, tied

among all candidates outside of that interval, and all candidates outside of that interval are

strictly less preferred. We can think of this model as similar to single-plateaued preferences

except instead of a plateau of most-preferred candidates we allow multiple least-preferred

candidates. So, instead of using a nonpeak plateau substructure, we use a nonleast plateau

substructure.
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Definition 4.3.13 A preference order v over a candidate set C contains a nonleast plateau

with respect to an axis A if there exist candidates a, b ∈ C such that a and b are adjacent

in A and either there exists a candidate c ∈ C such that v states a ∼ b > c or a and b are

among v’s most-preferred candidates.

We can now use this substructure and the v-valley substructure to state the following

lemma.

Lemma 4.3.14 Let V be a preference profile of weak orders. V is single-peaked with outside

options with respect to an axis A if and only if no preference order v ∈ V contains a v-valley

with respect to A and no preference order v ∈ V contains a nonleast plateau with respect

to A.

Proof. Let C be a candidate set, V be a preference profile of weak orders, and A be an

axis.

If V is single-peaked with outside options with respect to A then for every preference

order v ∈ V , A can be split into five segments O1, X , Y , Z, and O2, such that v is

strictly increasing along X , strictly decreasing along Z, remains constant along O1 and O2,

Y contains only the most-preferred candidate of v, and for all candidates a ∈ X ∪Y ∪Z and

b ∈ O1 ∪ O2, v states a > b, and for all candidates x, y ∈ O1 ∪ O2, v states x ∼ y. Since v

only strictly decreases along Z and no v only remains constant in O2 (the rightmost segment

of A), v cannot contain a v-valley with respect to A. For a nonleast plateau to exist with

respect to A there must exist candidates a, b ∈ C such that a and b are adjacent in A, and a

and b are among v’s most-preferred candidates or there exists a candidate c ∈ C such that

v states a ∼ b > c. We know that the former is not possible, since v must have a single

most-preferred candidate to be single-peaked with outside options. For the latter, since a

and b are both strictly preferred to c we know that a, b ∈ X ∪ Y ∪ Z, but since a and b are

adjacent on A and v states a ∼ b it must be the case that a, b ∈ O1 ∪ O2. Therefore it is

clear that v cannot contain a nonleast plateau.

For the other direction we consider the case where no preference order v ∈ V contains a

v-valley with respect to A and no preference order contains a nonleast plateau with respect

to A.

Since no preference order v ∈ V contains a v-valley with respect to A we know from

Lemma 4.3.2 that V is possibly single-peaked with respect to A. Since we also know that no

preference order v ∈ V contains a nonleast plateau with respect to A it is easy to see that

V is single-peaked with outside options with respect to A ❑

51



We adapt Construction 4.3.9 so that if a preference order contains a nonleast plateau with

respect to an axis A, then when the columns of its preference matrix are permuted accord-

ing to A the matrix will contain the sequence . . . 1 . . . 0 . . . 1 . . . . Since Construction 4.3.9

already ensures this for v-valleys and nonpeak plateaus, our extended construction below

only needs to change what happens for plateaus that contain most-preferred candidates or

least-preferred candidates in a given preference order.

Construction 4.3.15 Let V be a preference profile of weak orders over candidate set C.

For each v ∈ V construct a (‖C‖−1)×‖C‖ matrix Xv. Each column of Xv corresponds to a

candidate in C. For each candidate c ∈ C let k be the number of candidates that are strictly

preferred to c by v and let the corresponding column in matrix Xv contain k 0’s starting at

row one, with the remaining entries filled with 1’s (as in Construction 4.3.3). The following

extensions to Construction 4.3.3 ensure that if v has a nonleast plateau with respect to an

axis A then when the columns of Xv are permuted according to A it will not have consecutive

ones in rows.

For each pair of candidates a, b ∈ C such that v states a ∼ b, they are not among the

most-preferred candidates in v, they are not among the least-preferred candidates in v, and

there is no candidate c ∈ C −{a, b} such that v is tied among a, b, and c, then append three

additional rows to the matrix Xv where the column corresponding to a is
[
0 1 1

]′
, the

column corresponding to b is
[
1 1 0

]′
, each column corresponding to a candidate strictly

preferred to a and b is
[
1 1 1

]′
, and each column corresponding to a remaining candidate

is
[
0 0 0

]′
.

If there exist two candidates a, b ∈ C such that v states a ∼ b and a and b are among v’s

most-preferred candidates, then let X be a matrix that has no solution and halt.

If there exist three candidates a, b, c ∈ C such that v states a ∼ b ∼ c and they are not

among v’s least-preferred candidates, then let X be a matrix that has no solution and halt.

After constructing a matrix Xv for each v ∈ V , all ‖V ‖ of the matrices are row-wise

concatenated to yield a matrix X, except in the case where X has already been determined.

Construction 4.3.3 ensures that no preference order contains a v-valley and the extensions

made in Construction 4.3.15 ensure that no preference order contains a nonleast plateau

similarly to how Construction 4.3.9 extends Construction 4.3.3 to ensure that no preference

order contains a nonpeak plateau. So the proof of the following theorem uses essentially the

same argument as the proof of Theorem 4.3.11.
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Theorem 4.3.16 A preference profile V of weak orders is single-peaked with outside op-

tions consistent if and only if the matrix X, constructed using Construction 4.3.15 has the

consecutive ones property.

Corollary 4.3.17 Single-peaked consistency with outside options for weak orders is in P.

4.3.4 Single-Peaked Consistency

We now present our results for the strongest domain restriction for weak orders that we ex-

amine, single-peaked preferences. Recall that a preference order is single-peaked with respect

to an axis A if and only if it is strictly increasing to a single most-preferred candidate (peak)

and then strictly decreasing with respect to A. So we again use the v-valley substructure,

but like the previous two cases of single-plateaued preferences and single-peaked preferences

with outside options, we need an additional substructure. Even if no preference order has a

v-valley with respect to A it may not be single-peaked because it is indifferent between two

candidates on the same side of its peak or has more than one most-preferred candidate.

We can handle the first condition just mentioned with the nonpeak plateau substructure

used in Section 4.3.2, but the second condition requires us to view any plateau as a forbidden

substructure.

Definition 4.3.18 A preference order v over a candidate set C contains a plateau with

respect to an axis A if there exist candidates a, b ∈ C such that a and b are adjacent in A

and v states a ∼ b.

We can now use the plateau substructure and the v-valley substructure to state the

following lemma.

Lemma 4.3.19 Let V be a preference profile of weak orders. V is single-peaked with respect

to an axis A if and only if no preference order v ∈ V contains a v-valley with respect to A

and no preference order v ∈ V contains a plateau with respect to A.

Proof. Let C be a candidate set, V be a preference profile of weak orders, and A be an

axis.

If V is single-peaked with respect to A then for each preference order v ∈ V the axis

A can be split into segments X , Y , and Z such that v is strictly increasing along X , Y

contains only the most-preferred candidate of v, and v is strictly decreasing along Z. Since

v is only ever strictly decreasing along Z and Z is the rightmost segment of A, v cannot

contain a v-valley with respect to A. For a plateau to exist with respect to A there must
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exist candidates a, b ∈ C such that a and b are adjacent on A, but clearly this is not possible

since v is only every strictly increasing/decreasing along A.

For the other direction we consider the case when no preference order v ∈ V contains a

v-valley with respect to A and no preference order v ∈ V contains a plateau with respect

to A.

Since no preference order v ∈ V contains a v-valley with respect to A we know from

Lemma 4.3.2 that V is possibly single-peaked with respect to A. Since we also know that

no preference order v ∈ V contains a plateau with respect to A it is easy to see that V is

single-peaked with respect to A. ❑

We extend Construction 4.3.9 so that if a preference order contains a plateau with respect

to an axis A, then when the columns of its preference matrix are permuted according to A

the matrix will contain the sequence · · · 1 · · ·0 · · · 1 · · · . Since Construction 4.3.9 already

ensures this for the case of nonpeak plateaus, our extended construction below only needs to

add a condition for plateaus that contain the most-preferred candidates in a given preference

order.

Construction 4.3.20 Follow Construction 4.3.9 except add the following condition while

constructing a preference matrix Xv for each preference order v ∈ V .

If there exist two candidates a, b ∈ C such that v states a ∼ b and they are among the

most-preferred candidates in v, then output a matrix that has no solution.

Clearly the extension to Construction 4.3.9 above ensures that if there are multiple most-

preferred candidates in a preference order then the preference matrix constructed from that

order does not have the consecutive ones property.

When a preference order has a unique most-preferred candidate and is single-plateaued,

it is clearly also single-peaked. Construction 4.3.20 ensures that no preference order contains

more than one most-preferred candidate the same way that Construction 4.3.9 ensures that

no preference order contains three or more candidates that are all tied and that are not among

its most-preferred candidates, since this always results in a nonpeak plateau. So the proof

of the following theorem follows from the proof of Theorem 4.3.11, but using Lemma 4.3.19

instead of Lemma 4.3.8.

Theorem 4.3.21 A preference profile V of weak orders is single-peaked consistent if and

only if the matrix X, constructed using Construction 4.3.20 has the consecutive ones prop-

erty.

Corollary 4.3.22 Single-peaked consistency for weak orders is in P.

54



4.4 Effect of Different Models on the Complexity of

Manipulation

In this section we consider the computational impact of allowing ties in single-peaked votes

on the complexity of Constructive Weighted Coalitional Manipulation (CWCM), compare

this with the case of single-peaked total orders, and show that the complexity can depend

on the model of single-peakedness for votes with ties used.

As is standard in the study of manipulation for single-peaked electorates, we follow the

model introduced by Walsh [Wal07] where the societal axis is given as part of the input to

the problem and the manipulators must state votes that are single-peaked with respect to

this axis (in our case, for the corresponding model of single-peakedness). This is a natural

setting, since it can be assumed that it is known how the candidates fall between the two

extremes of the issue under consideration, and that the votes of the manipulators should

agree with how the candidates are viewed by the electorate.

For total-order preferences, weighted manipulation for any fixed number of candidates

is known to be NP-complete for every scoring rule that is not isomorphic to plurality or

triviality [HH07]. For single-peaked total orders, Faliszewski et al. completely characterized

the complexity of weighted manipulation for 3-candidate scoring rules [FHHR11] and this

result was generalized by Brandt et al. for any fixed number of candidates [BBHH15]. These

results both showed that the complexity of weighted manipulation for scoring rules often

decreases when voters have tie-free single-peaked votes. We show that for single-peaked votes

with ties the complexity of manipulation can either increase or remain the same depending

on the model used.

This section on manipulation is split into two subsections that each examine a behavior of

the complexity of manipulation when moving from tie-free votes to votes with ties for a given

model of single-peakedness. In Section 4.4.1 we show that the complexity of manipulation

can increase from the tie-free case to the case of votes with ties by considering possibly

single-peaked top orders (and so these results also hold for single-peaked preferences with

outside options). In contrast, in Section 4.4.2 we show that the complexity of manipulation

remains the same for votes with ties for scoring rules and other natural systems for the

standard model of single-peaked preferences and the model of single-plateaued preferences.

Most of our results in this section will be about scoring rules. We again repeat the example

from Table 2.1 to recall the definitions of each of our scoring-rule extensions. Consider the

candidate set {a, b, c, d} and the vote (a > b ∼ c > d). We show the score assigned to each

candidate using Borda (i.e., 〈3, 2, 1, 0〉) using each of our scoring-rule extensions.

Borda using min: score(a) = 3, score(b) = score(c) = 1, and score(d) = 0.
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Borda using max: score(a) = 3, score(b) = score(c) = 2, and score(d) = 0.

Borda using round-down: score(a) = 2, score(b) = score(c) = 1, and score(d) = 0.

Borda using average: score(a) = 3, score(b) = score(c) = 1.5, and score(d) = 0.

4.4.1 Complexity Goes Up

Since for total orders, the standard model of single-peakedness and the model of pos-

sibly single-peaked preferences are equivalent, the following theorem from Faliszewski et

al. [FHHR11] also holds for possibly single-peaked votes.

Theorem 4.4.1 [FHHR11] 3-candidate Borda CWCM for single-peaked total orders is in P.

We now consider the complexity of 3-candidate Borda CWCM for top orders that are

possibly single-peaked, and we observe a surprising increase in complexity. It is important

to note that the related work by Narodytska and Walsh [NW14] did not find a natural case

where the complexity of manipulation increases when moving from total orders to a vote

with ties.

Theorem 4.4.2 3-candidate Borda CWCM for possibly single-peaked top orders using max

is NP-complete.

Proof. Let {k1, . . . , kt} be an instance of Partition, which asks if there exists a subset A

of {k1, . . . , kt} such that
∑
A = K.

We construct the following instance of manipulation. Let the candidate set C = {a, b, p}

and set a < p < b as the single-peaked axis. We have two nonmanipulators with the following

weights and votes.

• One weight 3K nonmanipulator voting (a > p ∼ b).

• One weight 3K nonmanipulator voting (b > p ∼ a).

From the nonmanipulators, score(p) = 6K, while score(a) and score(b) are both 9K.

Let there be t manipulators, with weights k1, . . . , kt, and let p be the preferred candidate.

Without loss of generality, all of the manipulators put p first. Then p receives a score of

10K overall. However, a and b can score at most K each from the votes of the manipulators,

for p to be a winner. So the manipulators must split their votes so that a subcollection of

manipulators with weight K votes (p > a > b) and a subcollection with weight K votes

(p > b > a). Notice that these are the only votes possible to ensure that p wins and that
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the manipulators cannot simply all vote (p > a ∼ b) since both a and b receive a point from

that vote (since we are using max) and we have no points to spare. ❑

The above argument for max does not immediately apply to the other scoring-rule exten-

sions. In particular, for min the optimal vote for the manipulators is always to rank p first

and to rank the remaining candidates tied and less preferred than p (as in the proof of Propo-

sition 3 of Narodytska and Walsh, which considered the general case of top orders [NW14]).

So that case is in P, with an optimal manipulator vote of (p > a ∼ b).

However, it is not hard to modify the proof to show that the reduction used in the proof

of Theorem 4.4.2 also works for the round-down case.

Theorem 4.4.3 3-candidate Borda CWCM for possibly single-peaked top orders using

round-down is NP-complete.

Proof. Let {k1, . . . , kt} be an instance of Partition, which asks if there exists a subset A

of {k1, . . . , kt} such that
∑
A = K.

We construct the following instance of manipulation. Let the candidate set C = {a, b, p}

and set a < p < b as the single-peaked axis. We have two nonmanipulators with the following

weights and votes.

• One weight 3K nonmanipulator voting (a > p ∼ b).

• One weight 3K nonmanipulator voting (b > p ∼ a).

From the nonmanipulators, score(p) is 0, while score(a) and score(b) are both 3K.

Let there be t manipulators, with weights k1, . . . , kt, and let p be the preferred candidate.

Without loss of generality, all of the manipulators put p first. Then p receives a score of 4K

overall and a and b must score at most K each from the votes of the manipulators, for p to

win. So the manipulators must split their votes so that a subcollection of manipulators with

weight K votes (p > a > b) and a subcollection with weight K votes (p > b > a) so that

their votes do not increase the scores of a and b too much. ❑

The average scoring-rule extension case is more complicated since it is less close to Par-

tition than the previous cases. We are still be able to show NP-completeness, but we have

to reduce from the special, restricted version of Partition that we defined previously in Sec-

tion 3.4 as Partition′.5

5A similar situation occurred in the proof of Proposition 5 in Narodytska and Walsh [NW14], where a
(very different) specialized version of Subset Sum was constructed to prove that 3-candidate Borda CWCM
(in the non-single-peaked case) for top orders using average remained NP-complete.
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Theorem 4.4.4 3-candidate Borda CWCM for possibly single-peaked top orders using av-

erage is NP-complete.

Proof. Let {k1, . . . , kt}, K̂ be an instance of Partition′. We are asking whether there

exists a partition (A,B,C) of {k1, . . . , kt} such that
∑
A =

∑
B + K̂. Recall that all

numbers involved are even. Let k1, . . . , kt sum to 2K. Without loss of generality, assume

that K̂ ≤ 2K.

We construct the following instance of manipulation. Let the set of candidates be {a, b, p}

and set a < p < b as the single-peaked axis, We have two nonmanipulators with the following

weights and votes.

• One weight 6K + K̂ nonmanipulator voting (a > p ∼ b).

• One weight 6K − K̂ nonmanipulator voting (b > p ∼ a).

From the nonmanipulators, score(p) is 6K, score(a) + score(b) = 30K and score(a) −

score(b) = 3K̂.

Let there be t manipulators, with weights 3k1, . . . , 3kt, and let p be the preferred candi-

date.

First suppose there exists a partition (A,B,C) of {k1, . . . , kt} such that
∑
A =

∑
B+K̂.

For every ki ∈ A, let the weight 3ki manipulator vote (p > b > a). For every ki ∈ B,

let the weight 3ki manipulator vote (p > a > b). For every ki ∈ C, let the weight 3ki

manipulator vote (p > a ∼ b). Notice that after this manipulation that score(p) = 18K,

score(a) = score(b), and score(a)+score(b) = 30K+6K. It follows that score(p) = score(a) =

score(b) = 18K.

For the converse, suppose that p can be made a winner. Without loss of generality,

assume that p is ranked uniquely first by all manipulators. Then score(p) = score(a) =

score(b) = 18K. Let A′ be the set of weights of manipulators that vote (p > b > a), let B′

be the set of weights of manipulators that vote (p > a > b), and let C ′ be the set of weights

of manipulators that vote (p > a ∼ b). No other votes are possible. Let A = {ki | 3ki ∈ A
′},

B = {ki | 3ki ∈ B
′}, and C = {ki | 3ki ∈ C

′}. Therefore (A,B,C) corresponds to a partition

of {k1, . . . , kt}. Note that
∑
A =

∑
B + K̂. ❑

The results stated above for 3-candidate Borda for possibly single-peaked top orders also

hold for the case of single-peaked preferences with outside options, since the two models

are equivalent for top orders. Menon and Larson [ML16] later systematically studied the

complexity of weighted manipulation for single-peaked preferences with outside options for

top orders and found that for 3-candidate scoring rules and other natural systems that the
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complexity generally increases [ML16]. In the next section we show that no such increase

occurs for votes with ties for scoring rules and other natural systems for the standard model

of single-peaked preferences, and for single-plateaued preferences.

4.4.2 Complexity Remains the Same

In this section we show that for the standard model of single-peakedness and for single-

plateauedness that the complexity of weighted manipulation for m-candidate scoring rules

using max, min, round-down, and average does not increase when moving from total orders

to top orders, bottom orders, or weak orders.

We first present the following lemma, which will be used in the proofs of our results. Note

that a similar lemma is shown by Brandt et la. [BBHH15] for manipulation of single-peaked

total orders, but it requires some care to see that our similar result holds for votes with ties

for each of the four single-peaked models.

Lemma 4.4.5 If p can be made a winner by a manipulation of top-order, bottom-order, or

weak-order votes that are single-peaked, single-plateaued, possibly single-peaked, or single-

peaked with outside options for a scoring rule using max, min, round-down, or average, then

p can be made a winner by a manipulation (of the same type) in which all manipulators rank

p uniquely first.

Proof. Suppose that a manipulator has a vote of the form (Xwo > P > Y1 > · · · > Yℓ)

where Xwo is a weak order over X (where X can be empty), ℓ ≥ 0, each of P, Y1, . . . , Yℓ are

nonempty groups of tied candidates, and p ∈ P . We have the following two cases.

Case 1: If all of the candidates in P appear on the same side of the candidates in X with

respect to the axis (or X is empty), then we can change the vote of the manipulator to

(p > (P − {p})to > Xto > Y1 > · · · > Yℓ) where (P − {p})to and Xto are total orders

such that the vote satisfies the given notion of single-peakedness with ties with respect

to the axis.

Case 2: Otherwise, we let P ′ be the candidates to the left of X and P ′′ be the candidates

to the right of X with respect to the axis. Without loss of generality let p ∈ P ′. We

can then change the vote of the manipulator to (p > (P ′ − {p})to > Xto > P ′′
to >

Y1 > · · · > Yℓ).

Notice that in all of the above cases and for all candidates c ∈ C − {p} that score(p) −

score(c) does not decrease, regardless of which scoring-rule extension is used. So if p is a

winner with the initial vote, p is still a winner in the vote that ranks p uniquely first. ❑
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The following results carefully adapt the arguments used by Brandt et al. [BBHH15] for

manipulation of single-peaked total orders to the case of votes with ties for single-peaked

and for single-plateaued votes.

Theorem 4.4.6 Let α = 〈α1, α2, . . . , αm〉 be a scoring vector. If α-CWCM is in P for

single-peaked total orders, then α-CWCM is in P for single-peaked and single-plateaued top

orders, bottom orders, and weak orders for all our scoring rule extensions.

Proof. If the given axis has p in the leftmost or rightmost position, then, by Lemma 4.4.5,

we can assume that all manipulators rank p uniquely first. There is exactly one such single-

peaked or single-plateaued vote with ties, namely to rank p first and strictly rank the re-

maining candidates according to their position on the axis.

So, let the axis be am1
< · · · < a1 < p < b1 < · · · < bm2

.

We first consider the P cases for single-peaked total orders described in Lemma 6.6

of Brandt et al. [BBHH15] where for all i, j > 1 such that i + j ≤ m + 1 it holds that

(α1 − αi)(α1 − αj) ≤ (αi − αi+1)(αj − αj+1).

The crucial observation in the proof of this lemma is that for every set of single-peaked

total order votes S, we are in one of the following two cases:

1. For all i, 1 ≤ i ≤ m1, scoreS(ai) ≤ scoreS(p).

2. For all i, 1 ≤ i ≤ m2, scoreS(bi) ≤ scoreS(p).

We will show that this is also the case for single-peaked and single-plateaued orders with

ties. This then implies that the optimal vote for all manipulators is (p > b1 > · · · > bm2
>

a1 > · · · > am1
) (in case 1) or (p > a1 > · · · > am1

> b1 > · · · > bm2
) (in case 2).

For the sake of contradiction let S be a collection of nonmanipulators and i1 and i2 be

integers such that 1 < i1 ≤ m1 + 1 and 1 < i2 ≤ m2 + 1 such that scoreS(ai1) > scoreS(p)

and scoreS(bi2) > scoreS(p).

We now create an Ŝ such that scoreŜ(ai1) > scoreŜ(p) and scoreŜ(bi2) > scoreŜ(p) and

the argument in the proof of Lemma 6.6 in Brandt et al. [BBHH15] still holds.

• First, remove from S all voters that have p tied for first. Notice that if we remove all

votes with p tied for first from S then score(p) does not increase and neither score(ai1)

nor score(bi2) decreases. So we can assume that p is never tied for first in a vote

(although this does not mean that other candidates cannot be tied for first in a vote

when we are in the single-plateaued case).
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• We know that p is not tied for first, so p is tied with at most one other candidate in

each vote. So in every vote break the tie against p. Notice that this can lower only the

score of p regardless of whether we are using the min, max, round-down, or average

scoring-rule extension.

Let ℓi be the total weight of the voters in Ŝ that rank some candidate in {a1, . . . , am1
}

first and p in the position of αi (in every extension other than round-down this means that

p is ranked ith; for round-down we mean that p is ranked in the αi group (i.e., p is followed

by m − i groups). Using a similar argument to the proof of Lemma 6.6 from Brandt et

al. [BBHH15] with Ŝ as described above we can reach a contradiction.

We now present the remaining P cases, which can be seen as the with-ties analogue of

the P cases of Lemma 6.7 from Brandt et al. [BBHH15].

We examine each of the cases individually. For convenience, we normalize the scoring

vector so that αm = 0.

If α2 = 0 then clearly the optimal action for the manipulators is to vote a total order

with p uniquely first and the remaining candidates ranked arbitrarily such that the vote is

single-peaked.

If α1 = α⌊m−1

2
⌋+2, then, as pointed out in [BBHH15], Lemma 6.6 applies, which has been

handled above.

The last P-time case is that α1 ≤ 2α2, α1 > α2 > 0, and α2 = αm−1.

Notice that when the votes are single-peaked or when they are single-plateaued then am1

and bm2
are the only candidates that can occur last in a vote, either uniquely or tied (except

for the case where all candidates are tied, but we can easily ignore these votes since they do

not change the relative scores between candidates).

Since we know from Lemma 4.4.5 that all of the manipulators can put p strictly ranked

first, we can have manipulator votes of the following forms.

• (p > · · · > am1
).

• (p > · · · > bm2
).

• (p > · · · > am1
∼ bm2

).

Notice that for all votes with p first that score(p) ≥ α2.

For all votes, score(am1
) = 0 or score(bm2

) = 0, or am1
and bm2

are tied for last, in which

case score(am1
) + score(bm2

) ≤ 2α2 (the worst case occurs with max where they each receive

a score of αm−1).
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So, scoreS(am1
) + scoreS(bm2

) ≤ 2scoreS(p). If scoreS(am1
) ≤ scoreS(p), (p > a1 > · · · >

am1
> b1 > · · · > bm2

) is the optimal manipulator vote. Otherwise, scoreS(bm2
) ≤ scoreS(p)

and (p > b1 > · · · > bm2
> a1 > · · · > am1

) is the optimal manipulator vote.

We have proven that the above cases hold for single-peaked and for single-plateaued weak

orders. It is clear that the case for single-peaked bottom orders follows from the case of single-

peaked total orders (since they are equivalent) and how to adapt the above arguments to hold

for single-peaked top orders, and for single-plateaued top orders and bottom orders. ❑

It is known that 3-candidate Copelandα CWCM for all rational α ∈ [0, 1) is NP-complete

for total orders in the nonunique-winner model [FHS08], and when α = 1 (also known as

Llull) CWCM is in P for m ≤ 4 [FHS08, FHS12] and the cases for m ≥ 5 remain open. In

Chapter 3 we showed that the NP-completeness of the 3-candidate case holds for top orders,

bottom orders, and weak orders, and Menon and Larson [ML15] independently showed the

top-order case. We also showed in Chapter 3 that 3-candidate Llull CWCM is in P for top

orders, bottom orders, and weak orders.

Recall that weak Condorcet winners always exist when preferences are single-peaked with

ties, and when they are single-plateaued. Thus the result that Llull CWCM for single-peaked

total orders is in P from Brandt et al. [BBHH15] also holds for the case of single-peaked and

single-plateaued top orders, bottom orders, and weak orders.

Copelandα for all rational α ∈ [0, 1) was shown to be in P by Yang [Yan15] for single-

peaked total orders.

Theorem 4.4.7 [Yan15] Copelandα CWCM for all rational α ∈ [0, 1) is in P for single-

peaked total orders.

In contrast, for top orders that are single-peaked with outside options, it is NP-complete

even for three candidates [ML16].

Theorem 4.4.8 [ML16] 3-candidate Copelandα CWCM for all rational α ∈ [0, 1) is NP-

complete for top orders that are single-peaked with outside options.

For single-peaked and single-plateaued weak orders, bottom orders, and top orders we

again inherit the behavior of single-peaked total orders.

Theorem 4.4.9 Copelandα CWCM for all rational α ∈ [0, 1) is in P for single-peaked and

single-plateaued top orders, bottom orders, and weak orders.

Proof. Let A be our axis. Consider a set of nonmanipulators with single-plateaued weak

orders. Replace each nonmanipulator v of weight w with two nonmanipulators v1 and v2
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of weight w. The first nonmanipulator breaks the ties in the vote in increasing order of L

and the second nonmanipulator breaks the ties in the vote in decreasing order of A, i.e., if

v states a ∼ b and a < b in A, then set v1 to state a > b and v2 to state b > a. Note that

v1 and v2 are single-peaked total orders and that the weighted majority graph induced by

the nonmanipulators after replacement can be obtained from the weighted majority graph

induced by the original nonmanipulators by multiplying each weight in the graph by 2. When

we also multiply the manipulator weights by 2, we have an equivalent Copelandα CWCM

problem, where all nonmanipulators are single-peaked total orders and all manipulators have

even weight.

Suppose p can be made a winner by having the manipulators cast single-plateaued votes

with ties. Now replace each manipulator of weight 2w by two weight-w manipulators. The

first manipulator breaks the ties in the vote in increasing order of L and the second manipu-

lator breaks the ties in the vote in decreasing order of L. Now the replaced manipulator votes

are single-peaked total orders and p is still a winner. We need the following fact from the

proof of Theorem 4.4.7:if p can be made a winner in the single-peaked total order case, then

p can be made a winner by having all manipulators cast the same p-time computable vote.

It follows that p can be made a winner by having all replaced manipulators cast the same

single-peaked total order vote. But then p can be made a winner by having all original ma-

nipulators cast the same single-peaked total order vote. Since this vote is P-time computable,

it follows that Copelandα CWCM for all rational α ∈ [0, 1) is in P for single-plateaued weak

orders, and this also holds for single-peaked weak orders since every single-peaked profile of

weak orders is also single-plateaued.

It is clear to see that similar arguments hold for single-peaked top orders, and for single-

plateaued top orders and bottom orders. The case for single-peaked bottom orders follows

from the case for single-peaked total orders. ❑

The most surprising result in the related work by Menon and Larson [ML16] on the

complexity of manipulation for single-peaked preferences with outside options for top orders

concerns the elimination extension to the veto scoring rule.

For elimination veto for total orders, a candidate with the lowest score (using the veto

scoring rule) is eliminated, and the rule is repeated on the votes restricted to the remaining

candidates until there is one candidate left (see [CT07]). For comparison with related work,

we use the unique winner model for these cases, and for votes with ties we use the min

extension to the veto scoring rule.

Menon and Larson [ML16] find that the complexity of 3-candidate CWCM for elimination

veto for single-peaked preferences with outside options for top orders using min is NP-

complete, whereas for single-peaked total orders [ML16] and even for total orders in the
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general case [CT07] it is in P.

Theorem 4.4.10 [CT07] m-candidate elimination veto CWCM for total orders is in P in

the unique-winner model.

Theorem 4.4.11 [ML16] m-candidate elimination veto CWCM for single-peaked total or-

ders is in P in the unique-winner model.

Theorem 4.4.12 [ML16] 3-candidate elimination veto CWCM for top orders that are

single-peaked with outside options using min is NP-complete in the unique-winner model.

Menon and Larson [ML16] state this case as a counterexample to the conjecture by Fali-

szewski et al. [FHHR11], which states that the complexity for a natural election system will

not increase when moving from the general case to the single-peaked case. (Though Menon

and Larson do qualify that the conjecture from Faliszewski et al. concerned total orders.)

However, for the standard model of single-peaked preferences and for single-plateaued pref-

erences, elimination veto CWCM for top orders, bottom orders, and weak orders using min

is in P for any fixed number of candidates, thus the counterexample crucially relies on using

a nonstandard definition.

Theorem 4.4.13 m-candidate elimination veto CWCM for single-peaked and for single-

plateaued top orders, bottom orders, and weak orders using min is in P in the unique-winner

model.

Proof. The proof of this theorem follows from an argument similar to the proof of the

theorem for single-peaked total orders from Menon and Larson [ML16], which follows from

the fact that for total orders the candidate eliminated after each round is on the leftmost or

rightmost location of the axis, and the reverse of an elimination order is single-peaked with

respect to the axis, where an elimination order is the total order created by appending the

candidate eliminated after each round.

It is easy to see that both of these statements also hold for single-peaked votes with

ties, since the only candidates that can be vetoed in each round are still the leftmost and

rightmost candidates on the axis.

It is also clear that Lemma 12 from Coleman and Teague [CT07] still holds, which states

that if there exists a collection of votes that can induce an elimination order then it can be

induced by all of the manipulators voting the reverse of the elimination order, and so all of

the manipulators can vote the same vote. So since we know that the reverse of an elimination

order is single-peaked with respect to the axis, and that there are only polynomially many
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possible elimination orders with p first, the manipulators simply try each elimination order

with p first.

Since the elimination order is always a total order, the above argument clearly holds for

single-peaked top orders, bottom orders, and weak orders.

For single-plateaued preferences it is possible for voters with multiple most-preferred

candidates to veto more than two candidates (after all of the candidates ranked below their

most-preferred candidates have been eliminated). But this case only becomes an issue when

there are more than two candidates that all of the voters have among their most-preferred

candidates, and since we can assume without loss of generality that the manipulators all vote

a single-peaked total order with p first, this holds for the single-plateaued case as well. ❑

4.5 Conclusions

The standard model of single-peakedness is naturally defined for votes with ties. We pre-

sented three additional variants of single-peaked preferences for votes with ties, and showed

that each corresponding consistency problem is in P, by reductions to the problem of deter-

mining if a 0-1 matrix has the consecutive ones property.

We also considered the complexity of manipulation for single-peaked votes with ties, and

though we found an anomalous increase in complexity from votes without ties to votes with

ties for the possibly single-peaked model, we find that for scoring rules and other important

natural systems, the complexity of weighted manipulation does not increase when moving

from total orders to votes with ties in the standard single-peaked and in the single-plateaued

cases. Single-peaked and single-plateaued preferences for votes with ties also retain the

important social-choice property of the existence of weak Condorcet winners. This is not

to say that possibly single-peaked and single-peaked preferences with outside options are

without merit, since they both model easily understood structure in preferences.

Single-peaked preferences are studied because they are a simply stated and important

domain restriction that gives insight into how the voters view the candidates, and elections

with single-peaked voters have nice properties. However, a recent experimental study sug-

gests that in real-world settings voters are often not single-peaked [MFG12], but in this

study the single-peaked results only used Black’s definition for total orders. It would be

interesting to see if real-world datasets of weak orders contain voters that are single-peaked,

single-plateaued, single-peaked with outside options, or possibly single-peaked.
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Chapter 5

Models for the Representation:

Succinct Elections

5.1 Introduction

In the computational study of elections, it is generally assumed that the preferences of the

voters are represented as a list of votes. Though this may be a reasonable representation

for paper ballots in political elections, in artificial intelligence applications a more succinct

representation where the preferences of the electorate are represented as a list of distinct

votes and their counts may be more natural. For example, this representation is used by the

online preference repository PrefLib for election data [MW13].

In this chapter we consider how this succinct representation of the voters can affect the

complexity of different election problems, and contrast this with the case of weighted voters.

Though the succinct representation may be exponentially smaller than the nonsuccinct

representation, we find that in surprisingly few cases the complexity of election problems

increases. Related work that considers succinct elections did not find a case where the com-

plexity increases [Rus07, FHHR09, FHH09, HHR09, FHHR11]. We explain this phenomenon

by showing that many common proof techniques that show that election problems are in P

can be adapted to the succinct case. However, this does not mean that it is not possible for

the complexity to increase. For example, consider the following election system X . Every

voter votes by an approval vector (i.e., states an approval or disapproval for each candidate),

and a candidate wins if they are approved by exactly half of the voters. Though simple, this

election system is not particularly natural. It has been chosen to show that an increase in

complexity is possible. Consider the problem of constructive control by adding candidates

(CCAC) for election system X . Given an election where the voters are represented succinctly,
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a set of unregistered candidates, and a preferred candidate p it is NP-complete to ensure that

p wins the election using system X by adding unregistered candidates to the election. This

is because this problem is basically subset sum, which is in P for unary numbers by dynamic

programming and is NP-complete for binary numbers [GJ79]. It is straightforward to see

that X-CCAC is in P and X-Succinct-CCAC is NP-complete.1 (We mention in passing that

X-Weighted-CCAC is also NP-complete.)

We did find a natural case where the complexity increases. The complexity of determining

the winner in a Kemeny election, which is well-known to be Θp
2-complete for the case of

nonsuccinct votes [HSV05], is ∆p
2-complete for succinct votes. This solves an open problem

from the previous work by Hemaspaandra, Spakowski, and Vogel [HSV05].

Throughout this chapter we consider succinct elections. Recall that our standard def-

inition for elections (which we refer to as nonsuccinct elections in this chapter to discern

between the two models) consists of a finite set of candidates C and a list of voters V , where

each voter v ∈ V has a preference order over the candidates. In a succinct election V is

not a list of voters, but instead a list of distinct votes v (preference orders) and their posi-

tive integer count κ(v). To see how these two definitions compare, consider the nonsuccinct

election consisting of C = {a, b, c} and the following four voters: (a > b > c), (a > b > c),

(a > b > c), and (b > c > a). This list of four voters can be represented succinctly as:

3× (a > b > c) and 1× (b > c > a).

We will compare complexity results between succinct and weighted elections. In a

weighted election V is still a list of voters, but each v ∈ V has an associated positive

integer weight ω(v), and can be thought of as a coalition of ω(v) voters all voting the same.

It is important to note that weights are indivisible, while the counts in a succinct election

are not. Unlike the previous two chapters, here we assume that the preference order of each

voter is a total order, i.e., she strictly ranks each candidate from most to least preferred.

We consider how moving from the nonsuccinct case to the succinct case affects the com-

plexity of different election problems; and so we briefly restate the nonsuccinct definitions

1To show that X-CCAC is in P, let s1, . . . , sm be the approval scores of candidates c1, . . . , cm, let the
c1 be the preferred candidate and let c1, . . . , cℓ be the registered candidates. We want to know if there
exists a subset I of {ℓ + 1, . . . ,m} of size at most k such that 2s1 =

∑ℓ

i=1
si +

∑
i∈I si. This can easily be

computed in polynomial time, using dynamic programming. Simply let, for all ℓ + 1 ≤ i ≤ m, 0 ≤ k′ ≤ k,
0 ≤ t ≤

∑
1≤i≤m si, S[i, t, k

′] = 1 if and only if there exists a size-k′ subset I of {ℓ + 1, . . . ,m} such that
∑ℓ

i=1
si +

∑
i∈I si = t. This can be done in polynomial time, since there are only polynomially many i, k′,

and t to consider.
When the input is given succinctly, there are exponentially many values for t possible. In this case, we

can show that it is NP-complete. We reduce from Partition: Given {k1, . . . , km} such that
∑

ki = 2K, we
need to determine if a subset of these integers sums to K. We have m+ 1 candidates, preferred candidate p

and candidates c1, . . . , cm. We have K voters that approve of only p, and ki voters that approve of only ci.
p is the only registered voter and the addition limit is m. It is immediate that there is a subset of k1, . . . , km
that sums to K if and only if p can be made a winner by adding candidates.
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of these problems and describe how they change for the succinct case.

Recall the problem E-Winner, which given an election (C, V ) and a candidate p ∈ C, asks

if p is a winner of (C, V ) using election system E . In the succinct case, E-Succinct-Winner,

V is represented succinctly, and in the weighted case, E-Weighted-Winner, each voter has a

corresponding positive integer weight.

In addition to the winner problem, we examine the complexity of manipulation and

constructive control by adding voters. Formal definitions for each of these problems can

be found in Sections 2.3.1 and 2.3.2 respectively, but we informally restate them here, and

describe how the succinct and weighted cases differ.

The coalitional unweighted manipulation problem (CUCM) asks if given an election, a

list of manipulative voters, and a preferred candidate p ∈ C, if there is a way to set the votes

of the manipulators such that p wins [BTT89a, CSL07].

The weighted case (CWCM) is essentially the same definition as above, except each of

the voters (both the nonmanipulators and the manipulators) have an associated positive

integer weight [CSL07]. In the corresponding succinct case, the nonmanipulator votes are

represented succinctly, and the manipulators are represented as k encoded in binary.

Constructive control by adding voters (CCAV) asks if given an election, a list of unreg-

istered voters, a limit k, and a preferred candidate p, if the election chair can ensure that p

wins by adding at most k of the unregistered voters [BTT92].

In the standard model of weighted voter control the parameter k denotes the number of

weighted voters the chair can add/delete [FHH15]. In the succinct case, the only change from

the E-CCAV definition above is that the voters (registered and unregistered) are represented

succinctly.

As with much of the other computational complexity results in this thesis, many of our

results here concern the classes P and NP. However, we also have several results concerning

the classes Θp
2 and ∆p

2. Recall that ∆p
2 = PNP, i.e., the class of problems solvable in P with

access to an NP oracle, and that Θp
2 = PNP[log] is the class of problems solvable in P with a

log number of queries to an NP oracle (which is equivalent to the class of problems solvable

by a P-machine that can ask one round of parallel queries to an NP oracle [Hem89]).

Most of our polynomial-time results for the succinct case of problems modify the proof

of the nonsuccinct case, but some interesting results will use the well-known result due to

Lenstra Jr., which shows that even though solving an integer linear program is NP-complete

in the general case [Kar72, BT76], it is in P when the number of variables is fixed [Len83].

Informally, an integer linear program is a system of linear inequalities with integer variables

and coefficients.
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5.2 Adapting Approaches

The general theme of this chapter is that even though we would expect the complexity of

election problems to increase (with respect to the length of the input) when the voters are

represented succinctly, we find that in surprisingly few cases such an increase occurs. In

this section we will discuss several common approaches used to show that election problems

are in P (for the nonsuccinct case), and describe how they can be adapted for the case

where voters are represented succinctly, sometimes straightforwardly and sometimes in a

more complicated way.

In particular, we show how greedy approaches, limited brute-forcing, network flow, and

edge matching/cover techniques can be adapted. To showcase these adaptations, we will

show that the dichotomy result for constructive control by adding voters (CCAV) for pure

scoring rules [HHS14a] holds for the succinct case.

A pure scoring rule defines a family of scoring vectors where the m-candidate scoring

vector can be computed in polynomial time in m, and the m + 1-candidate scoring vector

can be obtained from the m-candidate scoring vector by adding a single coefficient [BD09].

Recall that a scoring rule describes a family of scoring vectors 〈α1, α2, . . . , αm〉, αi ≥ αi+1 for

each m-candidate input, where each candidate receives a score of αi from each vote where

she is ranked ith, and the candidate(s) with the highest total score win.

Assuming P 6= NP, the following pure scoring rules are asymptotically (i.e., for a large

enough number of candidates) the only cases where CCAV is in P, both for the nonsuccinct

and the succinct case.

• 〈α, β, 0, . . . , 0〉, where α > β.

• t-Approval, 〈1, . . . , 1︸ ︷︷ ︸
t

, 0, . . . , 0〉, where t ≤ 3.

• t-Veto, 〈1, . . . , 1, 0, . . . , 0︸ ︷︷ ︸
t

〉, where t ≤ 2.

• 〈2, 1, . . . , 1, 0〉.

In contrast, all weighted cases are NP-complete, except triviality (i.e., a scoring rule where

every candidate scores the same), 1-approval (plurality), 2-approval, and 1-veto [FHH15,

Lin12].

The following case demonstrates the adaptation of greedy algorithms as well as how to

handle limited brute-forcing.

Theorem 5.2.1 For α > β ≥ 0, 〈α, β, 0, . . . , 0〉-CCAV is in P for succinct elections.
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Proof. We follow the proof of the claim from [HHS14a], which is found in its corresponding

technical report [HHS14b], and show how to adapt this to the succinct case.

The proof shows that there is a constant ℓ such that it is never better to add ℓ votes that

put p second than it is to add ℓ different votes that put p first (assuming that votes that

rank the first two candidates identically also rank all other candidates identically). Let V1

be the set of unregistered voters that put p first and let V2 be the set of unregistered voters

that put p second.

So, if p can be made a winner, p can be made a winner by adding at most ℓ voters from

V2 or in a way that does not leave ℓ different votes in V1 unused.

In the first case, we can brute-force over all sets of V2 voters of size ≤ ℓ. Add these

voters. We are then left with the problem of checking whether we can add at most k′ V1

voters to an election to make p a winner, where k′ is k minus the number of V2 voters added.

In Hemaspaandra, Hemaspaandra, and Schnoor [HHS14a], this is done by brute-forcing over

every j in {0, . . . , k′} and checking whether we can add j voters from V1 to make p a winner.

If we know j, we know what the score of p after control will be, and so the last part can then

be done greedily, by for each candidate adding as many voters that put a second as possible

one voter at the time (until we have added j voters total).

We have two problems in the succinct case. The first is that we cannot in polynomial

time brute-force over all possible values of j, since k′ is not polynomially bounded. The

second problem is that we don’t have the time to add voters one at the time. The second

problem can of course easily be fixed by, for each candidate a, adding as many voters with a

in second place as possible all at once: If sa is the initial score of a and fsp is the final score

of p (note that fsp = sp + jα), we can add at most ⌊(fsp − sa)/β⌋ voters with a second.

To handle the first problem, note that we can formulate the problem as an integer linear

program with one variable (j), namely, there is a j, 0 ≤ j ≤ k′, such that

∑

a∈C−{p}

min(⌊(sp + jα− sa)/β⌋, va) ≥ j,

where va is the number of voters in V1 that rank a second.2 This integer linear program can

be solved in polynomial time by [Len83].

It remains to show that the second case, where p can be made a winner in a way that

does not leave ℓ different votes in V1 unused, can be determined in polynomial time in the

succinct case.

2Notice that the ILP above checks that if we add the maximum number of voters such that the score of
each of the non-p candidates is at most sp + jα, then we have added at least j voters. This implies that we
can add j voters in such a way that p is still a winner.
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For the nonsuccinct case, in Hemaspaandra, Hemaspaandra, and Schnoor [HHS14a] this

case is handled by brute-forcing over all sets S of at most ℓ− 1 candidates who are ranked

second by unused V1 voters, and then brute-forcing over all possible sets of unused V1 voters

consistent with S. We can describe a set of voters consistent with S as a function u : S →

{1, . . . , ‖V1‖} such that u(c) is the number of unused V1 voters that rank c second. We can

brute-force over all such functions u in polynomial time. This way, we loop over all possible

sets of unused V1 voters, and so we also loop over all possible sets of added V1 voters. After

adding the V1 voters, we need to see if p can be made a winner by adding V2 voters. This

can be done in a similar way as adding the V1 voters in the first case above.

In the succinct case, we can still loop over all sets S of at most ℓ− 1 candidates. We can

not brute-force all functions u, but this will turn again into an integer linear program, this

time with ℓ − 1 variables (for the u values) and one more variable to handle the V2 voters

similarly to how we handled the V1 voters in the first case above. This integer linear program

can be solved in polynomial time by [Len83]. ❑

Theorem 5.2.2 CCAV is in P for t-approval when t ≤ 3 and for t-veto when t ≤ 2 for

succinct elections.

Proof. The results for 1-approval, 2-approval, and 1-veto follow via simple greedy algo-

rithms that can easily be adapted to work in the succinct case.

3-approval-CCAV was shown to be in P by Lin [Lin12] using a reduction to Simple b-

Edge Matching for Multigraphs (see [Sch03]). The essence of the reduction is that every

unregistered voter of the form ({p, x, y} > · · · ) (by which we mean a voter who gives a

point to p, x, and y) corresponds to an edge (x, y) in the constructed multigraph. For every

candidate c 6= p, c is a vertex in the graph and b(c) is the final score of p minus the initial

score of c (i.e., the number of points that we can add to c while keeping c’s score less than

or equal to p’s score). In the succinct case, we would have too many edges in the graph.

However, Capacitated b-Edge Matching (for graphs where edges have integer capacities) is

also in P (see [Sch03]). So, we simply set the capacity of edge (x, y) equal to the number of

unregistered voters of the form ({p, x, y} > · · · ), and we let b(c) be the final score of p minus

the initial score of c as previously.

Similarly, 2-veto-CCAV was shown to be in P by reduction to Simple b-Edge Cover

for Multigraphs. In that reduction, every unregistered voter of the form (· · · > {x, y})

corresponds to an edge (x, y) in the constructed multigraph. Again, we can modify this

construction to a reduction to Capacitated b-Edge Cover, which is also in P, by letting the

capacity of edge (x, y) be the number of unregistered voters of the form (· · · > {x, y}). ❑
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Another common technique to show that election problems are in P are reductions to

network flow (e.g., we use a reduction to the problem of maximum network flow in the proof

of Theorem 3.4.9).

Theorem 5.2.3 〈2, 1, . . . , 1, 0〉-CCAV is in P for succinct elections.

Proof. The essence of the nonsuccinct proof is to (after some easy preprocessing) build

a min-cost flow network. The capacities of the edges are computed from the scores of the

candidates and the multiplicities of the voters and are polynomially bounded in the size of

the input. In the succinct case, we can use the exact same network. The capacities are now

binary integers, but min-cost network flow is still in P in that case. ❑

5.2.1 Dynamic Programming

There is one other common technique that is used to prove that election problems are in

P. This is dynamic programming. As alluded to in the introduction, dynamic programming

approaches do not generalize to the succinct case. This does not mean that the succinct

case is not in P. Let’s for example look at the result by Hemaspaandra and Schnoor [HS16]

that shows that for all pure scoring rules with a constant number of different coefficients,

manipulation is in P. This is shown by dynamic programming. And this algorithm is not in

P for the succinct case, not even for restricted versions of this problem.

However, as just stated, for specific instances we may not need dynamic programming.

For example, it is immediate that plurality and veto can be easily solved in polynomial time,

in the nonsuccinct and the succinct case. For a more involved example, for scoring rule

〈0, . . . , 0,−1,−2〉, one can greedily put a candidate c 6= p with highest score in a −2 spot,

and after filling all −2 spots, in a −1 spot. Note that this simple greedy algorithm does

not directly generalize to the succinct case, since we do not have enough time to fill slots

one-at-a-time.

Still, in this particular case it is not hard to see that the succinct case is in P: Greedily

put a highest scoring candidate c 6= p in ⌊(score(c) − score(p))/2⌋ −2 spots (or in as many

of those as available). After filling all −2 spots, fill the −1 spots.

Things quickly get more complicated though. And there is a clear limit to how far this

will generalize, since Borda manipulation is NP-complete [DKNW11, BNW11].

Still, we conjecture that all these manipulation cases are in P for succinct elections.

Again, this is in contrast to the weighted case, which is in P only for triviality and

plurality. This holds even for fixed numbers of candidates, as explained in the next section.
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5.2.2 Fixed Numbers of Candidates

It is reasonable to assume that the number of candidates in an election may be fixed. For

the case of weighted voters many problems are hard, even when the number of candidates is

fixed.

Theorem 5.2.4 1. m-candidate α-CWCM is NP-complete for every scoring rule α that

is not plurality or triviality [HH07].

2. m-candidate α-CCAV and m-candidate α-CCDV are each NP-complete for every scor-

ing rule α = 〈α1, . . . , αm〉, when ‖α1, . . . , αm‖ ≥ 3, for weighted elections [FHH15].

Faliszewski, Hemaspaandra, and Hemaspaandra [FHH09] showed that for succinct votes

that manipulation is in P for any fixed number of candidates by describing an integer linear

program with a fixed number of variables.

Theorem 5.2.5 [FHH09] m-candidate α-CUCM is in P for every scoring rule α, for suc-

cinct elections.

A similar approach can be used to show that for succinct votes, constructive control by

adding/deleting voters is in P for every scoring rule for a fixed number of candidates.

Theorem 5.2.6 m-candidate α-CCAV and m-candidate α-CCDV are each in P for every

scoring rule α = 〈α1, . . . , αm〉, for succinct elections.

Proof. Given a set of candidates C, a list of registered votes V , a list of unregistered

votes U , an addition limit k ∈ N, and a preferred candidate p ∈ C we can determine if the

chair can ensure that p wins in polynomial time. The argument closely follows the approach

used by Faliszewski, Hemaspaandra, and Hemaspaandra [FHH09] to show that m-candidate

α-bribery and m-candidate α-CUCM, for every scoring rule α are each in P for succinct

elections.

We describe an integer linear program with a fixed number of variables, which due to the

result from Lenstra Jr. [Len83], can be solved in polynomial time.

Since the number of candidates m is fixed, we know that only m! different preference

orders are possible. We list these preference orders in order in the following way: o1, . . . , om!.

For 1 ≤ i ≤ m!, let ki be the number of voters in V with preference order oi, and let k′i be the

number of voters in U with preference order oi. Let x1, . . . , xm!
be variables. The constants

used as input to our linear program are the coefficients of the scoring vector α1, . . . , αm, the

counts for the registered voters k1, . . . , km!, the counts for the unregistered voters k′1, . . . , k
′
m!,

and the addition limit k. We have the following constraints.
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We first need to ensure that all of our variables have a positive value. So, ∀i, 1 ≤ i ≤ m!,

xi ≥ 0.

We also need to ensure that no more than the number of unregistered votes of each type

are added. So, ∀i, 1 ≤ i ≤ m!,

xi ≤ k′i.

The following constraint ensures that no more than k total votes are added.

m!∑

i=1

xi ≤ k.

Our final constraint ensures that no other candidate has a score greater than p. (Note that

pos(c, j) below denotes the position of candidate c in preference order oj.) So, ∀i, 1 ≤ i ≤ m,

m!∑

j=1

αpos(p,j)(kj + xj) ≥
m!∑

j=1

αpos(ci,j)(kj + xj).

It is easy to see that the above constraints are satisfied if and only if it is possible to add

at most k unregistered voters from U such that p wins.

The above integer linear program can be easily modified for the case of deleting vot-

ers. ❑

5.3 Kemeny Elections

Kemeny elections were introduced in [Kem59]. It is the unique election system that is neutral,

consistent, and Condorcet [YL78]. A candidate p is a Kemeny winner if p is ranked first

in a Kemeny consensus. A Kemeny consensus is a linear order > over the candidates that

minimizes the Kendall’s tau distance to V , i.e., that minimizes

∑

a,b∈C,a>b

‖{v ∈ V | b >v a}‖,

where >v is the preference order of voter v.

Observation 5.3.1 Kemeny-Weighted-Winner is equivalent to Kemeny-Succinct-Winner.

74



Notice that the above observation holds since we do not modify the votes to score the

election. This is not the case for Dodgson and Young elections, which we will discuss later

in the section.

The Kemeny score of a candidate c is the minimum value of the Kendall’s tau distance

of all linear orders over the candidates that rank c first. And so p is a Kemeny winner if and

only of p has a lowest Kemeny score.

Name: Kemeny-Score

Given: An election (C, V ), a candidate c ∈ C, and an integer k.

Question: Is the Kemeny score of c at most k?

Kemeny-Score was shown to be NP-complete and Kemeny-Winner was shown NP-hard

by a reduction from feedback arc set in [BTT89a]. Kemeny-Winner was shown Θp
2-complete

in [HSV05]. Membership in Θp
2 is easy: Simply compute the Kemeny scores of all candidates

with one round of parallel queries to Kemeny-Score and check that p’s score is the lowest.

Kemeny-Winner was shown to be Θp
2-complete by a chain of the following three reductions:

1. Min-Card-Vertex-Cover-Compare ≤p
m Vertex-Cover-Member,

2. Vertex-Cover-Member ≤p
m Feedback-Arc-Set-Member, and

3. Feedback-Arc-Set-Member ≤p
m Kemeny-Winner.

These reductions ultimately show that the Θp
2-complete problem Min-Card-Vertex-Cover-

Compare reduces to Kemeny-Winner.

Theorem 5.3.2 [HSV05] Kemeny-Winner is Θp
2-complete.

Footnote 3 in [HSV05] points out that Kemeny-Succinct-Winner is in ∆p
2 and explicitly

leaves the exact complexity of this problem as an open question. It is easy to see that

Kemeny-Succinct-Winner is in ∆p
2: Simply compute the Kemeny scores of all candidates

using binary search on queries to Kemeny-Weighted-Score (which is in NP) and check that

p’s score is the lowest). We will now show that Kemeny-Succinct-Winner (and Kemeny-

Weighted-Winner) are in fact ∆p
2-complete.

We first define the following weighted version of Min-Card-Vertex-Cover-Compare.

Name: Min-Weight-Vertex-Cover-Compare

Given: Vertex-weighted graphs G and H such that ω(G) = ω(H), where ω(G) denotes the
weight of the graph.
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Question: Is the weight of G’s minimum-weight vertex cover less than or equal to the weight
of H ’s minimum-weight vertex cover?

Lemma 5.3.3 Min-Weight-Vertex-Cover-Compare ≤p
m Kemeny-Succinct-Winner.

Proof. This follows by careful inspection and modification of the proof from [HSV05].

In particular, since that proof consists of a chain of three reductions between Θp
2-complete

problems, we need to define suitable ∆p
2-complete weighted versions of the two intermediate

problems and show that the weighted versions of the reductions still hold. In essence, we

“lift” the constructions and proofs from Θp
2 to ∆p

2. This works surprisingly well.

So, we define a weighted version of Vertex-Cover-Member.

Name: Weighted-Vertex-Cover-Member

Given: Vertex-weighted graph G and vertex v in G.

Question: Is v a member of a minimum-weight vertex cover of G?

And a weighted version of Feedback-Arc-Set-Member.

Name: Weighted-Feedback-Arc-Set-Member

Given: Irreflexive and antisymmetric edge-weighted digraph G and vertex v in G.

Question: Is there a minimum-weight feedback arc set ofG that contains all arcs entering v?

And we show that the following three reductions hold.

1. (Lemma 5.3.4) Min-Weight-Vertex-Cover-Compare ≤p
m Weighted-Vertex-Cover-

Member.

2. (Lemma 5.3.5) Weighted-Vertex-Cover-Member ≤p
m Weighted-Feedback-Arc-Set-

Member.

3. (Lemma 5.3.6) Weighted-Feedback-Arc-Set-Member ≤p
m Kemeny-Succinct-Winner.

❑

Lemma 5.3.4 Min-Weight-Vertex-Cover-Compare ≤p
m Weighted-Vertex-Cover-Member.
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Proof. We extend the construction from Lemma 4.12 from [HSV05] to vertex-weighted

graphs. Given two vertex-weighted graphs G and H with ω(G) = ω(H), construct graph F

as follows. F = (G + ({v}, ∅)) × (H + ({w}, ∅)), keeping the weights of the vertices in G

and H , and letting ω(v) = ω(w) = 1. Map (G,H) to (F,w). Write mvc for the minimum

vertex cover weight of a vertex-weighted graph. We extend the argument from Lemma

4.12 from [HSV05] to show that this mapping reduces Min-Weight-Vertex-Cover-Compare

to Weighted-Vertex-Cover-Member.

Note that V is a vertex cover of F if and only if

1. V contains all vertices in G+({v}, ∅) and a vertex cover of H . The lightest such vertex

covers have weight ω(G) + 1 +mvc(H) and do not contain w.

2. V contains all vertices in H + ({w}, ∅) and a vertex cover of G. The lightest such

vertex covers have weight mvc(G) + ω(H) + 1 and contain w.

Since ω(G) = ω(H) it is immediate that mvc(G) ≤ mvc(H) if and only if there is a minimum-

weight vertex cover of F that contains w. ❑

Lemma 5.3.5 Weighted-Vertex-Cover-Member ≤p
m Weighted-Feedback-Arc-Set-Member.

Proof. We extend the construction from the proof of Lemma 4.8 from [HSV05], which

itself is an extension of the standard reduction from Vertex-Cover to Feedback-Arc-Set

from [Kar72], to graphs with weights. Given a vertex-weighted graph G, define edge-weighted

digraph H = (W,A) as follows.

1. W = {v, v′ | v ∈ V (G)}.

2. A consists of the following edges.

(a) For v ∈ V (G), edge (v, v′) with weight ω(v).

(b) For {v, w} ∈ E(G), edges (v′, w) and (w′, v) with weight ω(G).

The reduction maps (G, v̂) to (H, v̂′).

If V ′ is a vertex cover of G that contains v̂, then, by the proof of Lemma 4.9 from [HSV05],

{(v, v′) | v ∈ V ′} is a feedback arc set for H that contains all arcs entering v̂′. Note that the

weight of this feedback arc set is ω(V ′).

Now suppose that A′ is a feedback arc set of H that contains (v̂, v̂′). Again by the proof

of Lemma 4.9 from [HSV05], V ′ = {v ∈ V | ∃w ∈ W : (v, w) ∈ A′ or (v′, w) ∈ A′} forms a

vertex cover of G that contains v̂. Note that ω(V ′) ≤ ω(A′). ❑
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Lemma 5.3.6 Weighted-Feedback-Arc-Set-Member ≤p
m Kemeny-Succinct-Winner.

Proof. Given an irreflexive and antisymmetric edge-weighted digraph G and vertex v in

G, we first multiply all edge weights by 2 (this does not change the membership of (G, v)

in Weighted-Feedback-Arc-Set-Member). We then use McGarvey’s construction [McG53] to

construct in polynomial time a succinct election that has G as its weighted majority graph.

The remainder of the proof is identical to the proof of Lemma 4.2 of [HSV05]. ❑

So, Lemmas 5.3.4, 5.3.5, and 5.3.6 show that Min-Weight-Vertex-Cover-Compare reduces

to Kemeny-Succinct-Winner. It remains to show the following lemma.

Lemma 5.3.7 Min-Weight-Vertex-Cover-Compare is ∆p
2-complete.

Proof. Membership in ∆p
2 is easy to see: Use binary search to compute the weight of G’s

and H ’s minimum-weight vertex covers. Hardness is much more complicated, since there are

not many ∆p
2-complete problems to choose from (significantly fewer than even Θp

2-complete

problems). The closest available problem is MAXSATASG= [Wag87], which consists of pairs

of 3cnf formulas with the same maximal satisfying assignment. Though Wagner does not

specify what happens when the formulas are not satisfiable, it is easy to see from the proof

of ∆p
2-hardness of MAXSATASG= that we need look only at satisfiable formulas.

By negating the variables in the formulas, we obtain the following ∆p
2-hard promise

problem.3

Name: MINSATASG=

Given: Two satisfiable 3cnf formulas φ(x1, . . . , xn) and ψ(x1, . . . , xn).

Question: Do φ and ψ have the same lexicographically minimal satisfying assignment
(viewed as an n-bit string)?

It is convenient to introduce the following intermediate ∆p
2-complete problem.

Name: Min-Weight-Vertex-Cover-Equality

Given: Vertex-weighted graphs G and H such that ω(G) = ω(H), where ω(G) denotes the
weight of the graph.

Question: Is the weight of G’s minimum-weight vertex cover equal to the weight of H ’s
minimum-weight vertex cover?

3A similar problem was used to show the only previously known ∆p
2
-completeness result in computational

social choice, namely of Online-Veto-Weighted-Coalitional-Manipulation [HHR14].
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We will show that MINSATASG= reduces to Min-Weight-Vertex-Cover-Equality and that

Min-Weight-Vertex-Cover-Equality reduces to Min-Weight-Vertex-Cover-Compare, which

proves Lemma 5.3.7.

Let φ(x1, . . . , xn) and ψ(x1, . . . , xn) be two satisfiable 3cnf formulas. Without loss of

generality, assume that φ and ψ have the same number m of clauses (simply pad).

Let f(φ) be the graph computed by the standard reduction from 3SAT to Vertex-Cover

from [Kar72]. Then f(φ) consists of 2n + 3m vertices: {xi, xi | 1 ≤ i ≤ n} ∪ {ai, bi, ci | 1 ≤

i ≤ m}, and the following edges: {xi, xi} for 1 ≤ i ≤ n and if the jth clause in φ is ℓ1∨ℓ2∨ℓ3,

where ℓr ∈ {xi, xi | 1 ≤ i ≤ n}, then we have edges {aj, ℓ1}, {bj , ℓ2}, {cj, ℓ3}.

The properties of f that we need here, which follow immediately from the proof of [Kar72],

are as follows.

1. f(φ) does not have a vertex cover of size less than n + 2m.

2. If W is a vertex cover of size n + 2m, then W ∩ {xi, xi | 1 ≤ i ≤ n} corresponds to

a satisfying assignment of φ, in the sense that ‖W ∩ {xi, xi}‖ = 1 for 1 ≤ i ≤ n, and

α1 · · ·αn defined as αi = 1 if and only if xi ∈ W is a satisfying assignment for φ.

3. If α is a satisfying assignment for φ, then there is a vertex cover of size n + 2m

such that W ∩ {xi, xi | 1 ≤ i ≤ n} corresponds to this assignment, i.e., the set

{xi | αi = 1} ∪ {xi | αi = 0} can be extended to a vertex cover of size n + 2m by

adding 2m vertices from {ai, bi, ci | 1 ≤ i ≤ m}.

Now set the weights of the vertices as follows: ω(ai) = ω(bi) = ω(ci) = 2n, ω(xi) =

2n + 2i−1, and ω(xi) = 2n. Note that for W a set of vertices, ‖W‖ = ⌊ω(W )/2n⌋. In

particular, a minimum-weight vertex cover will also have minimum size.

We will now show that n-bit string α is the smallest satisfying assignment of φ if and

only if f(φ) has a minimum-weight vertex cover of weight (n + 2m)2n + α. (We interpret

n-bit string α as a binary number between 0 and 2n − 1.)

If α is a satisfying assignment for φ, then by property 3 above the set {xi | αi = 1} ∪

{xi | αi = 0} can be extended to a vertex cover of size n + 2m by adding 2m vertices from

{ai, bi, ci | 1 ≤ i ≤ m}. The weight of this vertex cover is (n + 2m)2n + α. Since the

minimum size of a vertex cover is n + 2m, the weight of a minimum-weight vertex cover is

(n + 2m)2n + β, for some β such that 0 ≤ β < 2n. Such a β corresponds to a satisfying

assignment by property 2 above.

Since ψ is also a satisfiable 3cnf formula over x1, . . . , xn with m clauses, it also holds that

n-bit string α is the smallest satisfying assignment of ψ if and only if f(ψ) has a minimum

weight vertex cover of weight (n + 2m)2n + α.
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This then implies that φ and ψ have the same minimal satisfying assignment if and

only if f(φ) and f(ψ)’s minimum-weight vertex covers have the same weight. Note that

ω(f(φ)) = ω(f(ψ)). This completes the reduction from MINSATASG= to Min-Weight-

Vertex-Cover-Equality.

It remains to show that Min-Weight-Vertex-Cover-Equality ≤p
m Min-Weight-Vertex-

Cover-Compare.

This is straightforward. Given two vertex-weighted graphs G and H such that ω(G) =

ω(H), map this to the following two vertex-weighted graphs (+ denotes the disjoint union

and × denotes the join of two graphs).

1. Ĝ = X +G+H , where X is a 2-vertex, 1-edge graph, where both vertices have weight

2ω(G).

2. Ĥ = (G×H) + (G×H).

Note that ω(Ĝ) = ω(Ĥ). Let mvc be the minimum vertex cover weight of a vertex-

weighted graph. Then mvc(Ĝ) = 2ω(G) + mvc(G) + mvc(H). mvc(Ĥ) = 2 min(ω(G) +

mvc(H), mvc(G) + ω(H)) = 2ω(G) + 2 min(mvc(G), mvc(H)). It follows that mvc(G) =

mvc(H) if and only if mvc(Ĝ) ≤ mvc(Ĥ). ❑

This completes the proof of the main theorem of this section.

Theorem 5.3.8 Kemeny-Weighted-Winner and Kemeny-Succinct-Winner are ∆p
2-

complete.

Dwork et al. show that Kemeny-Winner is already NP-hard if we have four vot-

ers [DKNS01]. In fact, one can easily combine the techniques from [HSV05] and [DKNS01]

to obtain the following theorem.

Theorem 5.3.9 Kemeny-Winner for four voters is Θp
2-complete.

Proof. We combine the constructions from [HSV05] and [DKNS01], to reduce Feedback-

Arc-Set-Member to Kemeny-Winner for four voters.

Given an irreflexive and antisymmetric digraph G = (V,A) and vertex v ∈ V , we first

compute graph G′ as done in [DKNS01]. G′ = (V ′, A′) such that V ′ = V ∪ A and A′ =

{(v, (v, w)), ((v, w), w) | (v, w) ∈ A}. Note that G has a feedback arc set of size k if and

only if G′ has a feedback arc set of size k. In addition, and important for our proof, (G, v)

is in Feedback-Arc-Set-Member if and only if (G′, v) is in Feedback-Arc-Set-Member. Also

note that G′ is irreflexive and antisymmetric. Now apply the reduction from Feedback-

Arc-Set-Member to Kemeny-Winner from [HSV05] on (G′, v). This reduction outputs an
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election g(G′) that corresponds to G′ and (G′, v) is in Feedback-Arc-Set-Member if and only

if (g(G′), v) is in Kemeny-Winner. The construction from [DKNS01] shows that we need

only four voters in g(G′). ❑

Do we get the same complexity jump if we look at the succinct and weighted case for

four votes? Note that for the succinct case we allow many voters with the same vote, and

so the Kemeny scores can be large. However, even though the scores can be large, it is

easy to see that for each instance there are only a polynomial number of possible scores for

each candidate, namely, if the multiplicities of the four votes are k1, k2, k3, and k4, the only

possible scores are ℓ1k1 + ℓ2k2 + ℓ3k3 + ℓ4k4, where 0 ≤ ℓi ≤ ‖C‖(‖C‖ − 1)/2. For each

candidate, simply query the Kemeny-Weighted-Score oracle for all these possible scores in

parallel, and then determine whether p has the highest score.

Theorem 5.3.10 Kemeny-Weighted-Winner and Kemeny-Succinct-Winner for four votes

are Θp
2-complete.

We end this section by looking at two other voting systems whose winner problem is

Θp
2-complete [HHR97, RSV03] namely, Dodgson voting [Dod76] and Young voting [You77].

The Young score of a candidate c is defined as the minimum number of voters that

need to be deleted in order to make c a weak Condorcet winner. The Dodgson score of a

candidate c is the minimum number of switches between adjacent candidates in voters such

that c becomes a Condorcet winner. The candidates with the lowest scores are the winners.

Unlike Kemeny, these winner problems depend on a modification of the votes, and so the

succinct case and the weighted case do not coincide. In addition, one has to carefully think

about what the weighted winner problem means: Do we charge by the voter (in analogy to

the definition of weighted control) or do we charge by voter weight.

Clearly, by brute-force, we have the following.

Theorem 5.3.11 For a fixed number of voters, Young-Weighted-Winner and Dodgson-

Weighted-Winner are in P, both in the model where we charge by the voter and in the model

where we charge by the vote-weight.

The succinct case for Young winner is also in P, but this seems to need much more

powerful machinery. So, though this is not a complexity jump from tractable to intractable,

it seems to be a jump in the complexity of the algorithm.

Theorem 5.3.12 For a fixed number of votes, Young-Succinct-Winner is in P.
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Proof. Let v1, . . . , vℓ be the different votes. Then the Young score of c is at most k if and

only if there exist k1, . . . , kℓ such that ki ≤ κ(vi) and c is a weak Condorcet winner in the

election system consisting of κ(vi) − ki votes vi. All this can be formulated as an integer

linear program with ℓ variables, which can be solved in polynomial time by [Len83]. ❑

For the general weighted cases where we charge by the voter, it is easy to see that the

scores are polynomially bounded, and so we get.

Theorem 5.3.13 Young-Weighted-Winner and Dodgson-Weighted-Winner in the model

where we charge by the voter are Θp
2-complete.

It is easy to see that Young-Weighted-Winner and Dodgson-Weighted-Winner in the

model where we charge by vote-weight as well as Young-Succinct-Winner and Dodgson-

Succinct-Winner are in ∆p
2, by using binary search to find the scores of all candidates.

We conjecture that, as in the case for Kemeny, we can “lift” the Θp
2-hardness proof for

Dodgson and Kemeny winner to a ∆p
2-hardness proof for the weighted case.

Conjecture 5.3.14 Young-Weighted-Winner and Dodgson-Weighted-Winner in the model

where we charge by vote-weight are ∆p
2-complete.

We do not think that this “lifting” will work for the succinct case and leave the exact

complexity of Young-Succinct-Winner and Dodgson-Succinct-Winner, which we know to be

Θp
2-hard and in ∆p

2, as an open question.

5.4 Conclusions

Overall, we found that when the voters are represented succinctly the complexity of election

problems rarely increases. This is quite surprising, since the succinct representation can be

exponentially smaller and so we would expect to see an increase in complexity (with respect

to the length of the input). We explained this behavior by showing that common techniques

for showing that election problems are in P can be adapted for the case of succinct voters.

There are several interesting directions for future work. In the cases we found where the

complexity increases when moving to a succinct representation, the weighted and succinct

problems were equivalent. Will this always be the case? Also, what is the exact complexity

of Young-Succinct-Winner and Dodgson-Succinct-Winner?

Another direction would be to consider elections where only a fixed number of votes

are allowed. This is a natural case to consider, since one can imagine scenarios where even

though there are many candidates, voters all aligning with the same political party may all
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vote the same. This is reminiscent to how in Chapter 4 we looked at elections where the

preferences of the voters have a single-peaked structure (and so only a restricted number of

the total possible votes in an election could occur), but instead we restrict the number of

votes in an election without assuming structure among them.
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Chapter 6

Models for the Attack: Control with

Manipulation

6.1 Introduction

In this chapter we consider a new model for strategically attacking an election that combines

the two well-known models of control and manipulation. Recall that control models the

actions of an agent, referred to as the chair, with control over the structure of the election

(e.g., the collection of voters), who seeks to ensure their preferred outcome by modifying the

election (e.g., by deleting voters) [BTT92]. Manipulation models the actions of a coalition of

voters that misrepresent their preferences to seek to ensure their preferred outcome [BTT89a].

These actions have been well-studied individually, and results on control and manipulation

form a large part of this thesis.

Here, we make the very natural assumption that these attacks do not happen alone in

a given election. There may be an election chair that seeks to ensure a preferred candidate

wins by deleting voters from the election, and a coalition of manipulators that want to

ensure that the chair’s preferred candidate does not win. We refer to this setting of control

vs. manipulation as the competitive case, and we also consider the case where the chair and

the manipulators share the same goal and refer to this as the cooperative case. For the

competitive case we show that the order of who goes first, the chair or the manipulators,

and allowing the manipulators to change their vote for partition control cases, can have

interesting effects on the worst-case complexity.

Many of our results will be about the classes P and NP, but for the competitive cases we

have completeness results at higher complexity classes. Namely, the classes NPNP, coNPNP,

coNPNPNP

in the polynomial hierarchy [MS72, Sto76], and the class DP, i.e, the class of
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languages that are the difference of two languages in NP [PY84].

This chapter includes the following contributions for this new model.

We state inheritance results in Section 6.3 for our new setting, which explain which

complexity results from manipulation and control cases carry over to our new setting. In

Section 6.4 we state general upper bounds for the complexity of control with manipulation

that hold for all election systems with p-time winner problems, and even though many of

these bounds are quite high (at the second and third levels of the polynomial hierarchy), we

show most of them to be tight by constructing (admittedly artificial) election systems for

which the corresponding case of control with manipulation is complete for that class. And

in line with our general theme of what happens in natural settings, we show in Sections 6.5

and 6.6 what happens for real-world election systems. We find that for the important

election systems of approval, Condorcet, and plurality that our with-manipulation setting

does not raise the complexity from P with respect to the complexity of the corresponding

without-manipulation control case. And for the case of weighted voters we found a natural

case where the complexity differs depending on who goes first (as long as NP 6= coNP). We

discuss some related work in Section 6.7 and in Section 6.8 we state some general conclusions

and directions for future work.

6.2 Specification of the Model

Our model of allowing control in the presence of manipulators varies the standard control

definitions to allow some of the voters to be manipulators, and so their preferences are initially

unspecified. We mention that for adding voters (AV), it is legal to have manipulators among

the registered and/or the unregistered votes. For the cooperative cases, the question is

whether the chair can choose preferences for the manipulators such that, along with using

his or her legal control-decision ability for that control type, p can be made (precluded from

being) a winner. We denote these types by adding in an “M+,” e.g., plurality-M+CCAV for

the collaborative case of constructive control by adding voters. For the competitive cases, we

can look at the case where the manipulative coalition sets its votes and then the chair chooses

a control action, and we call that MF for “manipulators first.” Or we can have the chair

control first and then the manipulators set their votes, which we call CF for “chair first.”

Since the manipulators seek to thwart the chair, the case Borda-CCAV-MF, for example,

asks whether under Borda, no matter how the manipulative voters, moving first, set their

votes, there will exist some choice of at most k unregistered voters that the chair can add

so that p is a winner. For partition cases, we add the string “-revoting” to indicate that

after the first-round elections occur, the manipulators can change their votes in the runoff.

85



Notice that for a given control action the CF case is a subset of the MF case, since if there

exists a control action such that for all manipulations the chair is successful, then the chair

is successful with the same control action when the manipulators go first.

Recall the definitions of manipulation and control from Sections 2.3.1 and 2.3.2. Below we

formally state the control plus manipulation action of constructive control by deleting voters

(CCDV) for the collaborative (M+), chair-first (CF), and manipulator-first (MF) cases.

Name: E-M+CCDV/E-CCDV-CF/E-CCDV-MF

Given: An election (C, V ∪W ) (where V and W denote the nonmanipulative and manip-

ulative voters respectively), a preferred candidate p ∈ C, and a delete limit k ∈ N.

Question (M+): Does there exist a subcollection V ′ ⊆ (V ∪W ) such that ‖V ′‖ ≤ k, and

a way to set the votes of the manipulators, such that p is a winner of (C, (V ∪W )−V ′)

under election system E?

Question (CF): Does there exist a subcollection V ′ ⊆ (V ∪W ) such that ‖V ′‖ ≤ k, so that

regardless of how the manipulators set their votes, p is a winner of (C, (V ∪W )− V ′)

under election system E?

Question (MF): Regardless of how the manipulators set their votes, does there exist a

subcollection V ′ ⊆ (V ∪W ) such that ‖V ′‖ ≤ k, and p is a winner of (C, (V ∪W )−V ′)

under election system E?

To allow many things to be spoken of compactly, we use “stacked” notation to indicate

every possible string one gets by reading across and taking one choice from each bracket one

encounters on one’s path across the expression. So, for example, CC
[
A
D

]
V-

[
CF
MF

]
refers to

four control types, not just two, and
[
C
D

]
C

[
[A

D ][C

V ][
PC
RPC
PV

]
- [TE

TP ]

]
refers to 2× (2× 2 + 3× 2) = 20

control types.

Notice that for our competitive setting, we seem to be asymmetrically focusing on things

from the perspective of the chair. That is, regardless of whether the chair moves first or

whether the manipulators move first, our problems are always posed in terms of the chair’s

constructive or destructive goal regarding the candidate p. It would be natural to ask—and

indeed, a conference referee asked us to address the issue of—whether one can interestingly

study the competitive problem from the perspective of the manipulators rather than that

of the chair. That is, in the MF case for example, one would ask whether the manipulators

can act so as to achieve or block victory for p, regardless of the actions of the chair that

follow. And one could similarly look at the CF case from the manipulators’ perspective.
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After all, in many real-world settings, what one cares about may well be the perspective

of the manipulators. Thus being able to address this issue would itself be an additional

motivation. Fortunately, in the competitive case—and this holds in both the nonunique-

winner model and the unique-winner model, and holds for all types of constructive and

destructive attacks discussed here—the chair achieving his or her goal in the model where

we view things from the perspective of the chair is precisely the same as the manipulators

failing to meet their goal in the model where we view things from the perspective of the

manipulators. This follows from the definitions. Thus we are implicitly handling the case

of the manipulators’ perspective: For all our competitive cases, studying a constructive

(respectively, destructive) attack problem from the perspective of the manipulators is exactly

the same as studying the complement of the destructive (respectively, constructive) version

of the same problem in the model we use here, that is, from the perspective of the chair.

For example, the sets E-DCAV-CF-ManipulatorFocus and E-CCAV-CF-ChairFocus are the

same on all syntactically legal inputs (and they will of course differ on all syntactically illegal

inputs). (We will not use “focus” suffixes in except in the previous sentence, since all our

problems will implicitly be “-ChairFocus.”) We caution that the above discussion should

not be interpreted as saying that the constructive and destructive problems are each other’s

opposites. That is not true, although there is a partial connection between these cases, see

the discussion in footnote 5 of [HHR07].

6.3 Inheritance Results

Each control type many-one reduces to each of its cooperative and to each of its com-

petitive control-plus-manipulation variants, because for those variants the zero-manipulator

cases degenerate to the pure control case. For example, E-CCDV ≤p
m E-M+CCDV and

E-CCDV ≤p
m E-CCDV-MF. In particular, NP-hardness results for control inherit upward

to each related cooperative and competitive case.

For manipulation, the inheritance behavior is not as broad, since partition control cannot

necessarily be “canceled out” by setting a parameter to zero, as partition doesn’t even have

a numerical parameter. Nonpartition control types do display inheritance, but for the com-

petitive cases there is some “flipping” of the type of control and the set involved. For each

constructive (respectively, destructive) control type regarding adding or deleting candidates

or voters, destructive (respectively, constructive) manipulation many-one reduces to the com-

plement of the set capturing the competitive case of the constructive (respectively, destruc-

tive) control type combined with manipulation. For example, E-CUCM ≤p
m E-DCAC-CF

and E-DUCM ≤p
m E-CCDV-MF. For the cooperative cases there is no “flipping.” For each
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Problem CF CF-revoting MF MF-revoting

E -
[
C

D

]
C
[
A

D

][
C

V

]
NPNP (coDP for DV) N/A coNPNP N/A

E -
[
C

D

]
C
[

PC
RPC
PV

]
-
[
TE

TP

]
NPNP NPNP coNPNP coNPNP (TE)

coNPNP
NP

(TP)

Table 6.1: Upper Bounds. (N/A means not applicable.)

constructive or destructive control type regarding adding or deleting candidates or voters,

manipulation many-one reduces to the cooperative case of that control type combined with

manipulation. For example, E-CUCM ≤p
m E-M+CCAC and E-DUCM ≤p

m E-M+DCAC.

6.4 General Upper Bounds and Matching Lower

Bounds

For election systems with p-time winner problems, all the cooperative cases clearly have NP

upper bounds. But the upper bounds for the competitive cases are far higher, falling in the

second and third levels of the polynomial hierarchy, as described by the following theorem.

Theorem 6.4.1 For each election system E having a p-time winner problem, the bounds of

Table 6.1 hold.1

Although the table’s upper bounds clearly follow from the structure of the problems

(only for the coDP cases is this nontrivial, see Theorem 6.4.11), the bounds are very high.

Can they be improved by some cleverer approach? Or are there systems with p-time winner

problems that show the bounds to be tight? The following result establishes that the latter

holds; each of the cells in the table is tight for at least some cases.

Theorem 6.4.2 1. For each of the eight problems on the top line of Table 6.1, and each

of the columns on that line, there exists an election system E , which has a p-time

winner problem, for which the named problem is complete for the named complexity

class.2

2. For each of CCPV-TP and CCPV-TE, and each of the CF, CF-revoting, and MF

columns of Table 6.1, and each of the columns on that line, there exists an election

1Where the table says N/A—not applicable—the nonrevoting bounds just to the left of the box technically
still hold; we say N/A simply to be clear that revoting cannot even take place in nonpartition cases, since
there is no second round.

2The CCDV-CF and DCDV-CF cases were incorrectly classified as NPNP in early versions [FHH13a,
FHH14b].

88



system E , which has a p-time winner problem, for which the named problem is complete

for the named complexity class.

3. There exists an election system E , which has a p-time winner problem, for which CCPV-

TP-MF-revoting is coNPNPNP

-complete, and there exists an election system E , which

has a p-time winner problem, for which CCPV-TE-MF-revoting is coNPNP-complete.

The above result says that the upper bounds are not needlessly high. They are truly

needed, at least for some systems. However, the constructions proving the lower bounds are

artificial and the construction involving the third level of the polynomial hierarchy is lengthy

and difficult. In particular, this leaves completely open the possibility that for particular,

important real-world systems, even the competitive cases may be far simpler than those

bounds suggest. In Section 6.5, we will see that indeed for some of the most important

real-world systems, even in the presence of manipulators, the control problem is just as

computationally easy as when there are no manipulators.

We now present the proof of the CCAC-CF case of Theorem 6.4.2, which illustrates the

general arguments used in the proof of this theorem. For proofs of the cases of this theorem

we generally reduce from Quantified Boolean Formulas (QBF) where formulas are restricted

to k alternating quantifiers where each quantifier quantifies over a list of boolean variables.

The problem QBFk is the case of k alternating quantifiers beginning with ∃ and similarly

Q̃BFk is the case of k alternating quantifiers beginning with ∀; QBF2 is NPNP-hard, Q̃BF2

is coNPNP-hard, and Q̃BF3 is coNPNPNP

-hard [SM73, Wra76]. In all our proofs using QBFk

or Q̃BFk we assume without loss of generality that the same number of variables are bound

to each quantifier.

Theorem 6.4.3 There exists an election system, E , with a p-time winner problem, such

that E-CCAC-CF is NPNP-complete.

Proof. Let E be defined in the following way. Given an election (C, V ), if ‖V ‖ = 1,

‖C‖ ≥ 1 and the candidates in C listed in increasing lexicographic order are c0, c1, . . . , cℓ,

and c0 encodes a boolean formula ψ(x1, . . . , x2ℓ), then do the following. For each i, 1 ≤ i ≤ ℓ,

set xi to true if the lowest-order bit of ci is 1 and otherwise set xi to false. For each i,

1 ≤ i ≤ ℓ, set xℓ+i to true if the voter states ci > c0 and otherwise set xℓ+i to false. If this

is a satisfying assignment for ψ then everyone wins. In all other cases everyone loses. That

completes the specification of E .

Clearly E has a p-time winner problem, and by Theorem 6.4.1 we know that E-CCAC-CF

is in NPNP. So what is left is to show that E-CCAC-CF is NPNP-hard.
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Let (∃x1, . . . , xℓ)(∀xℓ+1, . . . , x2ℓ)[ψ(x1, . . . , x2ℓ)] be an instance of QBF2. We construct an

instance of E-CCAC-CF in the following way. Let the candidate set C consist of p encoding

the boolean formula ψ, and let there be zero nonmanipulators and one manipulator. Let the

set of unregistered candidates contain ℓ pairs where for each i, 1 ≤ i ≤ ℓ, there is a candidate

p · ibinary · 0 and a candidate p · ibinary · 1. (where · denotes concatenation and ibinary denotes

i encoded in binary). Let the add limit k = 2ℓ.3

If (∃x1, . . . , xℓ)(∀xℓ+1, . . . , x2ℓ)[ψ(x1, . . . , x2ℓ)] ∈ QBF2, fix an assignment to x1, . . . , xℓ

such that (∀xℓ+1, . . . , x2ℓ)[ψ(x1, . . . , x2ℓ)] is true. For each i, 1 ≤ i ≤ ℓ, the chair adds the

candidate, call it ci, from the ith pair whose last bit corresponds to the value of xi in this

assignment. Note that p, c1, . . . , cℓ are in increasing lexicographic order. Then no matter

what assignment to xℓ+1, . . . , x2ℓ is induced by the manipulator’s vote, formula ψ is satisfied

and so p will win.

Conversely, if the chair makes p a winner, then the chair adds exactly ℓ candidates whose

lowest-order bits give an assignment to x1, . . . , xℓ such that (∀xℓ+1, . . . , x2ℓ)[ψ(x1, . . . , x2ℓ)]

is true. ❑

The rest of this section presents the remaining proofs of cases of Theorem 6.4.2. No-

table proofs include the coDP upper bound for E-CCDV-CF and E-DCDV-CF shown in

Theorem 6.4.11 (this bound is shown to be tight in the proofs of Theorems 6.4.12 and 6.4.13),

and the proof of Theorem 6.4.18, which shows completeness at the third level of the poly-

nomial hierarchy.

Theorem 6.4.4 There exists an election system, E , with a p-time winner problem, such

that E-CCAC-MF is coNPNP-complete.

Proof. Let E be as defined in the proof of Theorem 6.4.3. Then E has a p-time winner

problem and by Theorem 6.4.1 we know that E-CCAC-MF is in coNPNP. So what is left is

to show that E-CCAC-MF is coNPNP-hard.

Let (∀xℓ+1, . . . , x2ℓ)(∃x1, . . . , xℓ)[ψ(x1, . . . , x2ℓ)] be an instance of Q̃BF2. Our instance of

E-CCAC-MF is exactly the instance of E-CCAC-CF from the proof of Theorem 6.4.3. The

same argument as in that proof shows that (∀xℓ+1, . . . , x2ℓ)(∃x1, . . . , xℓ)[ψ(x1, . . . , x2ℓ)] ∈

Q̃BF2 if and only if the chair can always ensure that p becomes a winner. ❑

Theorem 6.4.5 There exists an election system, E , with a p-time winner problem, such

that E-CCDC-CF is NPNP-complete.

3We set k = 2ℓ instead of the obvious choice of ℓ since then the same proof can be used for the similar
cases that follow, and this also nicely handles the case of control by unlimited of adding candidates.
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Proof. Let E be defined as in the proof of Theorem 6.4.3. Then E has a p-time winner

problem and by Theorem 6.4.1 we know that E-CCDC-CF is in NPNP. So what is left is to

show that E-CCDC-CF is NPNP-hard.

Let (∃x1, . . . , xℓ)(∀xℓ+1, . . . , x2ℓ)[ψ(x1, . . . , x2ℓ)] be an instance of QBF2. Our instance of

E-CCDC-MF is the instance of E-CCAC-CF from the proof of Theorem 6.4.3, except that we

let the candidate set C consist of all 2ℓ+ 1 candidates. The same argument as in the proof

of Theorem 6.4.3 shows that (∃x1, . . . , xℓ)(∀xℓ+1, . . . , x2ℓ)[ψ(x1, . . . , x2ℓ)] ∈ QBF2 if and only

if the chair can ensure that p always becomes a winner by deleting candidates. ❑

Theorem 6.4.6 There exists an election system, E , with a p-time winner problem, such

that E-CCDC-MF is coNPNP-complete.

Proof. Let E be defined as in the proof of Theorem 6.4.3. Then E has a p-time winner

problem and by Theorem 6.4.1 we know that E-CCDC-MF is in coNPNP. So what is left is

to show that E-CCDC-MF is coNPNP-hard.

Let (∀xℓ+1, . . . , x2ℓ)(∃x1, . . . , xℓ)[ψ(x1, . . . , x2ℓ)] be an instance of Q̃BF2. Our in-

stance of E-CCDC-MF is exactly the instance of E-CCDC-CF from the proof of

Theorem 6.4.5. The same argument as in that proof of Theorem 6.4.3 shows that

(∀xℓ+1, . . . , x2ℓ)(∃x1, . . . , xℓ)[ψ(x1, . . . , x2ℓ)] ∈ Q̃BF2 if and only if the chair can ensure that

p always becomes a winner. ❑

Theorem 6.4.7 There exists an election system, E ′, with a p-time winner problem, such

that E ′-DCAC-CF is NPNP-complete, E ′-DCAC-MF is coNPNP-complete, E ′-DCDC-CF is

NPNP-complete, and E ′-DCDC-MF is coNPNP-complete.

Proof. Let E ′ be defined as E in Theorem 6.4.3 except replace “everyone loses” with

“everyone wins” and “everyone wins” with “everyone loses.”

Note that for every election (C, V ) and every candidate p ∈ C, p is an E winner of

(C, V ) if and only if p is not an E ′ winner of (C, V ). This immediately implies that

E ′-DCAC-CF = E-CCAC-CF, E ′-DCAC-MF = E-CCAC-MF, E ′-CCDC-CF = E-CCDC-CF,

and E ′-CCDC-MF = E-CCDC-MF. The result follows from Theorems 6.4.3, 6.4.4, 6.4.5,

and 6.4.6. ❑

Theorem 6.4.8 There exists an election system, E , with a p-time winner problem, such

that E-CCAV-CF is NPNP-complete.
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Proof. Let E be defined in the following way. Given an election (C, V ), if ‖C‖ ≥ 3 and

the candidates in C listed in increasing lexicographic order are c0, c1, . . . , cℓ+1, candidate c0

encodes a boolean formula ψ(x1, . . . , x2ℓ), ‖V ‖ = 2ℓ + 1, and for each i, 1 ≤ i ≤ ℓ there are

at least two voters with the same vote who rank ci first, then do the following. For each i,

1 ≤ i ≤ ℓ, set xi to true if two voters with ci first both state cℓ+1 > c0 and otherwise set

xi to false. Let v̂ be the unique vote that occurs three times or only once in V . For each

i, 1 ≤ i ≤ ℓ, set xℓ+i to true if v̂ states ci > c0, else set xℓ+i to false. If this is a satisfying

assignment for ψ then everyone wins. In all other cases everyone loses. That completes the

specification of E .

Clearly E has a p-time winner problem, and by Theorem 6.4.1 we know that E-CCAV-CF

is in NPNP. So what is left is to show that E-CCAV-CF is NPNP-hard.

Let (∃x1, . . . , xℓ)(∀xℓ+1, . . . , x2ℓ)[ψ(x1, . . . , x2ℓ)] be an instance of QBF2. We construct an

instance of E-CCAV-CF in the following way. Let the candidate set C consist of p encoding ψ

and ℓ+1 candidates all lexicographically larger than p. So, the candidates in C can be listed

in increasing lexicographic order as p, c1, . . . , cℓ+1. Let the collection of registered voters V

consist of zero nonmanipulators and one manipulator. Let the collection of unregistered

voters, all nonmanipulators, consist of 2ℓ pairs where for each i, 1 ≤ i ≤ ℓ, there are two

voters vi and v′i with the same vote (ci > cℓ+1 > p > · · · ) and two voters ui and u′i with the

same vote (ci > p > cℓ+1 > · · · ). Let the add limit k = 4ℓ and let the preferred candidate of

the chair be p ∈ C.

If (∃x1, . . . , xℓ)(∀xℓ+1, . . . , x2ℓ)[ψ(x1, . . . , x2ℓ)] ∈ QBF2, fix an assignment to x1, . . . , xℓ

such that (∀xℓ+1, . . . , x2ℓ)[ψ(x1, . . . , x2ℓ)] is true. For each i, 1 ≤ i ≤ ℓ, if xi is true in the

assignment the chair adds vi and v′i and if xi is false the chair adds ui and u′i. Note that the

vote of the manipulator will be the unique vote v̂ that occurs three times (if the manipulator

votes the same as one of the paired voters) or only once. And no matter what assignment

to xℓ+1, . . . , x2ℓ is induced by v̂, formula ψ is satisfied and so p will win.

Conversely, if the chair makes p a winner then the chair adds exactly ℓ voter pairs whose

ℓ different votes give an assignment to x1, . . . , xℓ such that (∀xℓ+1, . . . , x2ℓ)[ψ(x1, . . . , x2ℓ)] is

true. ❑

Theorem 6.4.9 There exists an election system, E , with a p-time winner problem, such

that E-CCAV-MF is coNPNP-complete.

Proof. Let E be as defined in the proof of Theorem 6.4.8. Then E has a p-time winner

problem and by Theorem 6.4.1 we know that E-CCAV-MF is in coNPNP. So what is left is

to show that E-CCAV-MF is coNPNP-hard.
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Let (∀xℓ+1, . . . , x2ℓ)(∃x1, . . . , xℓ)[ψ(x1, . . . , x2ℓ)] be an instance of Q̃BF2. Our instance of

E-CCAV-MF is exactly the instance of E-CCAV-CF from the proof of Theorem 6.4.8. The

same argument as in that proof shows that (∀xℓ+1, . . . , x2ℓ)(∃x1, . . . , xℓ)[ψ(x1, . . . , x2ℓ)] ∈

Q̃BF2 if and only if the chair can always ensure that p becomes a winner. ❑

Theorem 6.4.10 There exists an election system, E ′, with a p-time winner problem, such

that E ′-DCAV-CF is NPNP-complete and E ′-DCAV-MF is coNPNP-complete.

Proof. Let E ′ be defined as E in Theorem 6.4.8 except replace “everyone loses” with

“everyone wins” and “everyone wins” with “everyone loses.”

Note that for every election (C, V ) and every candidate p ∈ C, p is an E winner of (C, V )

if and only if p is not an E ′ winner of (C, V ). This immediately implies that E ′-DCAV-CF

= E-CCAV-CF and E ′-DCAV-MF = E-CCAV-MF. The result follows from Theorems 6.4.8

and 6.4.9. ❑

Unlike in the candidate cases, we can not use the same construction to show that the

deleting voter cases are also hard, because the chair can delete the manipulator. In fact, we

will show that for every election system E with a p-time winner problem, E-CCDV-CF and

E-DCDV-CF are in coDP (and so are not NPNP-complete unless the polynomial hierarchy

collapses). DP is the class of languages that are the difference of two NP languages [PY84].

Theorem 6.4.11 For every election system E with a p-time winner problem, E-CCDV-CF

and E-DCDV-CF are in coDP.

Proof. It is easy to see that it is always at least as good for the chair to delete a manipulator

as it is to delete a nonmanipulator (though note that because the election system can be

anything, deleting as many manipulators as possible may not be best; for example, if we

want to make p a winner and our election systems has all candidates as winners if there are

four voters and no winners if there are fewer voters, we do not want to delete manipulators

if there are four voters). So we have that p can be made a winner (not a winner) by deleting

at most k voters if and only if there exists a k′ ≤ k such that (letting m be the number of

manipulators):

1. k′ ≤ m and after deleting k′ manipulators the remaining m− k′ manipulators can not

preclude p from winning (not winning), or

2. k′ > m and after deleting all manipulators the chair can make p win (not win) by

deleting at most k′ −m voters.
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We can check if there exists a k′ such that we are in case 1 in coNP and we can check if

there exists a k′ such that we are in case 2 in NP, and so we can write our languages as the

union of a coNP set and an NP set. ❑

We now show that the coDP bounds from Theorem 6.4.11 are tight.

Theorem 6.4.12 There exists an election system, E , with a p-time winner problem, such

that E-CCDV-CF is coDP-complete.

Proof. We reduce from the coDP-complete problem {〈φ, ψ〉 | φ ∈ SAT or ψ 6∈ SAT},

which is the complement of the standard DP-complete problem SAT-UNSAT [PY84]. With-

out loss of generality, we assume that φ and ψ have the same number of variables.

Let E be defined in the following way. Given an election (C, V ), if ‖C‖ ≥ 3 and the

candidates in C listed in increasing lexicographic order are c0, c1, . . . , cℓ+1, and candidate c0

encodes the pair of boolean formulas 〈φ(x1, . . . , xℓ), ψ(xℓ+1, . . . , x2ℓ)〉, then:

1. If ‖V ‖ = ℓ and for each i, 1 ≤ i ≤ ℓ, there is a voter who ranks ci first, we do the

following. For each i, 1 ≤ i ≤ ℓ, set xi to true if the voter with ci first states cℓ+1 > c0

and otherwise set xi to false. If this is a satisfying assignment for φ, then everyone

wins.

2. If ‖V ‖ = 2ℓ + 1, then if there are no voters that rank cℓ+1 first, then everyone wins.

Otherwise, if there is exactly one voter v̂ that ranks cℓ+1 first then for each i, 1 ≤ i ≤ ℓ,

set xℓ+i to true if v̂ states ci > c0, else set xℓ+i to false. If this is not a satisfying

assignment for ψ, then everyone wins.

In all other cases everyone loses. That completes the specification of E .

Clearly E has a p-time winner problem, and by Theorem 6.4.11 we know that E-CCDV-CF

is in coDP. So what is left is to show that E-CCDV-MF is coDP-hard.

Let 〈φ(x1, . . . , xℓ), ψ(xℓ+1, . . . , x2ℓ)〉 be a pair of boolean formulas. We construct an in-

stance of E-CCDV-CF in the following way. Let the candidate set C consist of p encoding

〈φ, ψ〉 and ℓ + 1 candidates all lexicographically larger than p. So, the candidates in C can

be listed in increasing lexicographic order as p, c1, . . . , cℓ+1. Let the collection of voters V

consist of one manipulator and 2ℓ nonmanipulators where for each i, 1 ≤ i ≤ ℓ, there is a

voter vi who votes (ci > cℓ+1 > p > · · · ) and a voter ui who votes (ci > p > cℓ+1 > · · · ). Let

the delete limit k = 2ℓ+ 1 (any limit ≥ ℓ+ 1 will do) and let the preferred candidate of the

chair be p ∈ C. We need to show that (φ ∈ SAT or ψ 6∈ SAT ) if and only if control can be

asserted.
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Suppose φ ∈ SAT . Fix an assignment to x1, . . . , xℓ that satisfies φ. The chair deletes

ℓ + 1 voters. The only voters that are not deleted are for each i, 1 ≤ i ≤ ℓ, vi if xi is true

in the assignment and ui if xi is false in the assignment. This leaves ℓ voters that encode a

satisfying assignment for φ and so everyone wins. Next suppose that ψ 6∈ SAT . Then we

keep all voters. Since there does not exist a satisfying assignment for ψ, everyone wins.

For the converse, to have p win, we either have that ‖V ‖ = ℓ, in which case φ is satisfiable,

or ‖V ‖ = 2ℓ + 1. In the latter case, if ψ ∈ SAT the manipulator could induce a satisfying

assignment for ψ, but then p is not a winner. It follows that ψ 6∈ SAT . ❑

Theorem 6.4.13 There exists an election system, E ′, with a p-time winner problem, such

that E-DCDV-CF is coDP-complete.

Proof. Let E ′ be defined as E in Theorem 6.4.12 except replace “everyone loses” with

“everyone wins” and “everyone wins” with “everyone loses.”

Note that for every election (C, V ) and every candidate p ∈ C, p is an E winner of (C, V )

if and only if p is not an E ′ winner of (C, V ). This immediately implies that E ′-DCDV-CF

= E-CCDV-CF. The result follows from Theorem 6.4.12. ❑

For the CCDV-MF case, we modify the construction from Theorem 6.4.9 to basically

ensure that the manipulator will not be deleted, while still making sure that p can always

be made a winner for positive instances of Q̃BF2.

Theorem 6.4.14 There exists an election system, E , with a p-time winner problem, such

that E-CCDV-MF is coNPNP-complete.

Proof. Let E be defined in the following way. Given an election (C, V ), if ‖C‖ ≥ 3 and

the candidates in C listed in increasing lexicographic order are c0, c1, . . . , cℓ+1, candidate c0

encodes a boolean formula ψ(x1, . . . , x2ℓ), ‖V ‖ = ℓ + 1, and for each i, 1 ≤ i ≤ ℓ, there is a

voter who ranks ci first, then do the following. For each i, 1 ≤ i ≤ ℓ, set xi to true if some

voter with ci first states cℓ+1 > c0 and otherwise set xi to false. If there is a voter v̂ that

ranks cℓ+1 first (note that there exists at most one such voter) then for each i, 1 ≤ i ≤ ℓ,

set xℓ+i to true if v̂ states ci > c0, else set xℓ+i to false. If this is a satisfying assignment

for ψ then everyone wins. If there is a voter that ranks c0 first then everyone wins. If there

are two voters that rank ci first for some i, 1 ≤ i ≤ ℓ, and these voters agree on whether

or not cℓ+1 > c0 then everyone wins. In all other cases everyone loses. That completes the

specification of E .

Clearly E has a p-time winner problem, and by Theorem 6.4.1 we know that E-CCDV-MF

is in coNPNP. So what is left is to show that E-CCDV-MF is coNPNP-hard.
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Let (∀xℓ+1, . . . , x2ℓ)(∃x1, . . . , xℓ)[ψ(x1, . . . , x2ℓ)] be an instance of Q̃BF2. We construct an

instance of E-CCDV-MF in the following way. Let the candidate set C consist of p encoding

ψ and ℓ + 1 candidates all lexicographically larger than p. So, the candidates in C can

be listed in increasing lexicographic order as p, c1, . . . , cℓ+1. Let the collection of voters V

consist of one manipulator and 2ℓ nonmanipulators where for each i, 1 ≤ i ≤ ℓ, there is a

voter vi who votes (ci > cℓ+1 > p > · · · ) and a voter ui who votes (ci > p > cℓ+1 > · · · ).

Let the delete limit k = 2ℓ+ 1 (any limit ≥ ℓ will do) and let the preferred candidate of the

chair be p ∈ C.

Suppose (∀xℓ+1, . . . , x2ℓ)(∃x1, . . . , xℓ)[ψ(x1, . . . , x2ℓ)] ∈ Q̃BF2. Consider a vote v̂ for the

manipulator. If v̂ ranks c0 first then the chair deletes vi for all i, 1 ≤ i ≤ ℓ to make p a

winner. If v̂ ranks ci first, for some i, 1 ≤ i ≤ ℓ, and states cℓ+1 > c0, then the chair deletes

{u1, . . . , uℓ} to make p a winner. If v̂ ranks ci first, for some i, 1 ≤ i ≤ ℓ, and states c0 > cℓ+1,

then the chair deletes {v1, . . . , vℓ} to make p a winner. If v̂ ranks cℓ+1 first, then consider

the assignment to xℓ+1, . . . , x2ℓ induced by v̂ and fix an assignment to x1, . . . , xℓ such that

ψ(x1, . . . , x2ℓ) is true. For each i, 1 ≤ i ≤ ℓ, if xi is true in the assignment the chair deletes

ui and if xi is false the chair deletes vi. This will make p a winner.

Conversely, fix an assignment to xℓ+1, . . . , x2ℓ. Set the manipulator vote v̂ so that it

induces this assignment and so that cℓ+1 is ranked first. Consider the set of voters left after

the chair has deleted voters to make p a winner. Note that this set must include v̂ and a set

of voters that induces an assignment to x1, . . . , xℓ that makes ψ true. ❑

Theorem 6.4.15 There exists an election system, E ′, with a p-time winner problem, such

that E ′-DCDV-MF is coNPNP-complete.

Proof. Let E ′ be defined as E in Theorem 6.4.12 except replace “everyone loses” with

“everyone wins” and “everyone wins” with “everyone loses.”

Note that for every election (C, V ) and every candidate p ∈ C, p is an E winner of (C, V )

if and only if p is not an E ′ winner of (C, V ). This immediately implies that E ′-DCDV-MF

= E-CCDV-MF. The result follows from Theorem 6.4.14. ❑

Theorem 6.4.16 There exists an election system E , with a p-time winner problem, such

that E-CCPV-
[
TE
TP

]
-
[

∅
revoting

]
-CF are each NPNP-complete.

Proof. Let E be defined in the following way. Given an election (C, V ), do the following.

If ‖C‖ = 1 then the sole candidate wins.

If ‖C‖ = 2 then the lexicographically larger candidate wins.
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If ‖C‖ ≥ 3, ‖V ‖ = 2ℓ, the candidates in C listed in increasing lexicographic order are

c0, c1, . . . , cℓ+1, and candidate c0 encodes a boolean formula ψ(x1, . . . , x2ℓ), then if for each

i, 1 ≤ i ≤ ℓ, there are exactly two voters with the same vote who rank ci first no one wins,

else cℓ+1 wins.

If ‖C‖ ≥ 3, ‖V ‖ = 2ℓ+1, the candidates in C listed in increasing lexicographic order are

c0, c1, . . . , cℓ+1, candidate c0 encodes a boolean formula ψ(x1, . . . , x2ℓ), and for each i, 1 ≤ i ≤

ℓ, there are at least two voters with the same vote who rank ci first, then do the following.

For each i, 1 ≤ i ≤ ℓ, set xi to true if two voters with ci first both state cℓ+1 > c0 and

otherwise set xi to false. Let v̂ be the unique vote that occurs three times or only once in

V . For each i, 1 ≤ i ≤ ℓ, set xℓ+i to true if v̂ states ci > c0, else set xℓ+i to false. If this is a

satisfying assignment for ψ then c0 wins.

In all other cases, everyone loses. That completes the specification of E .

Clearly E has a p-time winner problem, and E-CCPV-
[
TE
TP

]
-
[

∅
revoting

]
-CF are each in

NPNP by Theorem 6.4.1. So, what is left is to show that E-CCPV-
[
TE
TP

]
-
[

∅
revoting

]
-CF are

each NPNP-hard.

Let (∃x1, . . . , xℓ)(∀xℓ+1, . . . , x2ℓ)[ψ(x1, . . . , x2ℓ)] be an instance of QBF2. We construct

an instance of E-CCPV-TE-CF in the following way. Let the candidate set C consist of p

encoding ψ and ℓ+ 1 candidates lexicographically larger than p. So, the candidates in C can

be listed in increasing lexicographic order as p, c1, . . . , cℓ+1. Let there be one manipulative

voter, and let the nonmanipulators consist of 2ℓ pairs where for each i, 1 ≤ i ≤ ℓ, there are

two voters vi and v′i with the same vote (ci > cℓ+1 > p > · · · ) and two voters ui and u′i with

the same vote (ci > p > cℓ+1 > · · · ). Let the preferred candidate of the chair be p ∈ C.

If (∃x1, . . . , xℓ)(∀xℓ+1, . . . , x2ℓ)[ψ(x1, . . . , x2ℓ)] ∈ QBF2, fix an assignment to x1, . . . , xℓ

such that (∀xℓ+1, . . . , x2ℓ)[ψ(x1, . . . , x2ℓ)] is true. The chair sets V1 to consist of the manip-

ulator and the subcollection of the voters whose votes encode the assignment, i.e., for each

i, 1 ≤ i ≤ ℓ, if xi is true in the assignment the chair adds vi and v′i to V1 and if xi is false

the chair adds ui and u′i to V1. The chair puts the remaining voters from V into V2. Note

that the vote of the manipulator will be the unique vote v̂ that occurs three times (if the

manipulator votes for one of the paired voters) or only once in V1. And no matter what

assignment to xℓ+1, . . . , x2ℓ is induced by v̂, formula ψ is satisfied and so p is the unique

winner of (C, V1). Since V2 consists 2ℓ voters of the correct form, no one wins (C, V2). Only

candidate p participates in the runoff and so p wins the runoff. Note that this argument

works for the “TE” and the “TP” models with or without revoting.

Conversely, if the chair can ensure that p wins then there exists a partition such that for

all manipulations p wins. It is clear that the chair must partition the voters into (V1, V2)

such that ‖V1‖ = 2ℓ+ 1 and ‖V2‖ = 2ℓ, since otherwise there are no winners. Also, for each
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i, 1 ≤ i ≤ ℓ, V2 contains exactly two voters with the same vote who rank ci first. It follows

that V1 contains the manipulator vote v̂ and that for each i, 1 ≤ i ≤ ℓ, V1 contains exactly

two nonmanipulators with the same vote who rank ci first. These 2ℓ nonmanipulators induce

an assignment to x1, . . . , xℓ. Fix this assignment. Now fix an assignment to xℓ+1, . . . , x2ℓ.

Set the manipulator vote v̂ so that it induces this assignment. Since p wins the runoff, this is

a satisfying assignment for ψ. It follows that for the assignment to x1, . . . , xℓ that is induced

by V1, it holds that (∀xℓ+1, . . . , x2ℓ)[ψ(x1, . . . , x2ℓ)] is true ❑

Theorem 6.4.17 There exists an election system E , with a p-time winner problem, such

that E-CCPV-
[
TE
TP

]
-MF and E-CCPV-TE-MF-revoting are each coNPNP-complete.

Proof. Let E be as defined in the proof of Theorem 6.4.16. Then E has a p-

time winner problem and by Theorem 6.4.1 we know that E-CCPV-
[
TE
TP

]
-MF and

E-CCPV-TE-MF-revoting are each in coNPNP. So what is left is to show that

E-CCPV-
[
TE
TP

]
-MF and E-CCPV-TE-MF-revoting are each coNPNP-hard. Below we describe

the reduction for the “TE” case. It is easy to see that the same reduction holds for the “TP”

case. For the “TE” case with revoting observe that the same reduction also holds since in

the runoff there will be at most two candidates and in election system E the votes do not

affect who wins in that case.

Let (∀xℓ+1, . . . , x2ℓ)(∃x1, . . . , xℓ)[ψ(x1, . . . , x2ℓ)] be an instance of Q̃BF2. Our in-

stance of E-CCPV-TE-MF is exactly the instance of E-CCPV-TE-CF from the proof of

Theorem 6.4.16. Note that the vote of the manipulator will always be the unique vote v̂ that

occurs three times or only once in V . The same argument as in the proof of Theorem 6.4.16

shows that (∀xℓ+1, . . . , x2ℓ)(∃x1, . . . , xℓ)[ψ(x1, . . . , x2ℓ)] ∈ Q̃BF2 if and only if the chair can

ensure that p always becomes a winner by partitioning voters. ❑

When revoting is allowed after the first round in the TP case, and the manipulators go

first, we find an interesting rise in complexity.

Theorem 6.4.18 There exists an election system E , with a p-time winner problem, such

that E-CCPV-TP-MF-revoting is coNPNPNP

-complete.

Proof. The election system, E , defined below will utilize the following special candidates.

〈1, ψ〉: where ψ is a boolean formula, which we refer to as a type-1 candidate.

〈2, i, j〉: where i ∈ N and j ∈ {0, 1}, which we refer to as a type-2 candidate.

〈3, i, j〉: where i ∈ N and j ∈ {0, 1}, which we refer to as a type-3 candidate.
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〈4, i〉: where i ∈ N, which we refer to as a type-4 candidate.

Let E be defined in the following way.

Given an election (C, V ):

If C consists of one type-1 candidate encoding ψ(x1, . . . , x3ℓ), 2ℓ type-

2 candidates 〈2, 1, 0〉, 〈2, 1, 1〉, . . . , 〈2, ℓ, 0〉, 〈2, ℓ, 1〉, 2ℓ type-3 candidates

〈3, 1, 0〉, 〈3, 1, 1〉, . . . , 〈3, ℓ, 0〉, 〈3, ℓ, 1〉, and ℓ + 2 type-4 candidates 〈4, 1〉, . . . , 〈4, ℓ+ 2〉,

then do the following.

• If ‖V ‖ = 2ℓ + 1 and for each i, 1 ≤ i ≤ ℓ, there are at least two voters with the

same vote who rank 〈4, i〉 first, then we have 3ℓ + 2 winners consisting of 〈1, ψ〉,

〈4, 1〉, . . . , 〈4, ℓ+ 1〉, and 2ℓ candidates determined in the following way. Let v̂ be

the unique vote that occurs three times or only once in V . For each i, 1 ≤ i ≤ ℓ,

〈2, i, 1〉 is a winner if v̂ states 〈4, i〉 > 〈1, ψ〉 and otherwise 〈2, i, 0〉 is a winner. For

each i, 1 ≤ i ≤ ℓ, 〈3, i, 1〉 is a winner if two voters who rank 〈4, i〉 first both state

〈4, ℓ+ 1〉 > 〈1, ψ〉 and otherwise 〈3, i, 0〉 is a winner.

• If ‖V ‖ = 2ℓ then if for each i, 1 ≤ i ≤ ℓ, there are at least two voters with the same

vote who rank 〈4, i〉 first, no one wins, else 〈4, ℓ+ 2〉 wins.

If C consists of one type-1 candidate encoding ψ(x1, . . . , x3ℓ), ℓ type-2 candidates

of the form 〈2, 1, ⋆〉, . . . , 〈2, ℓ, ⋆〉 (where ⋆ ∈ {0, 1}), ℓ type-3 candidates of the form

〈3, 1, ⋆〉, . . . , 〈3, ℓ, ⋆〉 (where ⋆ ∈ {0, 1}), and ℓ + 1 type-4 candidates 〈4, 1〉, . . . , 〈4, ℓ+ 1〉,

‖V ‖ = 4ℓ+ 1, and there is a unique vote v̂′ that occurs three times or only once in V , then

do the following. For each i, 1 ≤ i ≤ ℓ, set xi to true if 〈2, i, 1〉 is in C and to false if 〈2, i, 0〉

is in C, set xℓ+i to true if 〈3, i, 1〉 is in C and to false if 〈3, i, 0〉 is in C, and set x2ℓ+i to true

if v̂′ states 〈4, i〉 > 〈1, ψ〉 and else set x2ℓ+i to false. If this is a satisfying assignment for

formula ψ, then 〈1, ψ〉 wins. Otherwise, everyone loses.

Else, everyone loses.

That completes the specification of E .

Clearly E has a p-time winner problem, and E-CCPV-TP-MF-revoting is in coNPNPNP

by

Theorem 6.4.1. So, what is left to show is that E-CCPV-TP-MF-revoting is coNPNPNP

-hard.

Let (∀x1, . . . , xℓ)(∃xℓ+1, . . . , x2ℓ)(∀x2ℓ+1, . . . , x3ℓ)[ψ(x1, . . . , x3ℓ)] be an instance of

Q̃BF3. We construct an instance of E-CCPV-TP-MF-revoting in the follow-

ing way. Let the candidate set C consist of one type-1 candidate encod-

ing ψ, 2ℓ type-2 candidates 〈2, 1, 0〉, 〈2, 1, 1〉, . . . , 〈2, ℓ, 0〉, 〈2, ℓ, 1〉, 2ℓ type-3 candidates

〈3, 1, 0〉, 〈3, 1, 1〉, . . . , 〈3, ℓ, 0〉, 〈3, ℓ, 1〉, and ℓ + 2 type-4 candidates 〈4, 1〉, . . . , 〈4, ℓ+ 2〉. Let

there be one manipulator and 4ℓ nonmanipulators where for each i, 1 ≤ i ≤ ℓ, there are two
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voters vi and v′i with the same vote (〈4, i〉 > 〈4, ℓ+ 1〉 > 〈1, ψ〉 > · · · ) and two voters ui and

u′i with the same vote (〈4, i〉 > 〈1, ψ〉 > 〈4, ℓ+ 1〉 > · · · ). Let the preferred candidate of the

chair be 〈1, ψ〉 ∈ C.

Suppose (∀x1, . . . , xℓ)(∃xℓ+1, . . . , x2ℓ)(∀x2ℓ+1, . . . , x3ℓ)[ψ(x1, . . . , x3ℓ)] ∈ Q̃BF3. Consider

a first-round vote v̂ for the manipulator, and view it as an assignment to x1, . . . , xℓ where

for each i, 1 ≤ i ≤ ℓ, if v̂ states 〈4, i〉 > 〈1, ψ〉 then xi is true and otherwise xi is false. Using

this assignment, set an assignment to xℓ+1, . . . , x2ℓ such that (∀x2ℓ+1, . . . , x3ℓ)ψ(x1, . . . , x3ℓ)

is true. The chair sets V1 to consist of the manipulator and for each i, 1 ≤ i ≤ ℓ, if xℓ+i is

true in the assignment the chair adds vi and v′i to V1 and if xℓ+i is false the chair adds ui

and u′i to V1. The chair puts the remaining voters from V into V2. Note that v̂ will be the

unique vote that occurs three times or only once in V1. Notice that the type-2 and type-3

candidates that proceed to the runoff “hold” the abovementioned assignments to x1, . . . , xℓ

and xℓ+1, . . . , x2ℓ respectively (since 〈2, i, 1〉 proceeds to the runoff if and only if xi is true,

〈2, i, 0〉 proceeds to the runoff if and only if xi is false, 〈3, i, 1〉 proceeds to the runoff if and

only if xℓ+i is true, and 〈3, i, 0〉 proceeds to the runoff if and only if xℓ+i is false). And that

no matter what assignment to x2ℓ+1, . . . , x3ℓ is induced by the second-round vote v̂′ of the

manipulator, formula ψ is true and so 〈1, ψ〉 wins.

Conversely, suppose that for all first-round manipulator votes there exists a partition

such that for all second-round manipulator votes 〈1, ψ〉 wins. Fix a first-round manipulator

vote v̂, and let (V1, V2) be a partition such that 〈1, ψ〉 wins regardless of the second-round

vote of the manipulator. It is clear that ‖V1‖ = 2ℓ + 1 and ‖V2‖ = 2ℓ (without loss of

generality), and that for each i, 1 ≤ i ≤ ℓ, V2 contains exactly two voters with the same vote

who rank 〈4, i〉 first. It follows that the first-round manipulator vote v̂ is the unique vote

that occurs three times or only once in V1 and that for each i, 1 ≤ i ≤ ℓ, V1 contains two

voters with the same vote who rank 〈4, i〉 first.

Fix an assignment to x1, . . . , xℓ and consider the first-round manipulator vote v̂ where

for each i, 1 ≤ i ≤ ℓ, if xi is true then v̂ states 〈4, i〉 > 〈1, ψ〉 and so 〈2, i, 1〉 proceeds to

the runoff, and if xi is false then v̂ states 〈1, ψ〉 > 〈4, i〉 and so 〈2, i, 0〉 proceeds to the

runoff. Since we know that there exists a partition (V1, V2) where 〈1, ψ〉 wins the runoff,

we know that for each i, 1 ≤ i ≤ ℓ, 〈3, i, 1〉 proceeds to the runoff if vi and v′i are in

V1 and otherwise 〈3, i, 0〉 does. We can view this as an assignment to xℓ+1, . . . , x2ℓ where

for each i, 1 ≤ i ≤ ℓ, if 〈3, i, 1〉 proceeds to the runoff then xi is true and if 〈3, i, 0〉 pro-

ceeds to the runoff then xi is false. Now fix an assignment to x2ℓ+1, . . . , x3ℓ and set the

second-round manipulator vote v̂′ so that it induces this assignment. Since 〈1, ψ〉 wins the

runoff, ψ is true for the assignment to x1, . . . , xℓ, xℓ+1, . . . , x2ℓ, x2ℓ+1, . . . , x3ℓ. It follows that

(∀x1, . . . , xℓ)(∃xℓ+1, . . . , x2ℓ)(∀x2ℓ+1, . . . , x3ℓ)[ψ(x1, . . . , x3ℓ)] ∈ Q̃BF3. ❑
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6.5 Specific Systems

Plurality is certainly the most important of election systems, and approval is also an im-

portant system. Plurality, approval, and Condorcet elections each have easy manipulation

problems, and their complexity for every standard control type is known [BTT92, HHR07].

We display these known results in Table 6.2.4 In this section we will show that the “M+,”

“CF,” and “MF” cases whose control type is classified as P in Table 6.2, are in the with-no-

manipulators case in P for each of our cooperative and competitive cases.5

Plurality Condorcet Approval

Control by Constr. Destr. Constr. Destr. Constr. Destr.

Adding Candidates NPC NPC P P P P

Deleting Candidates NPC NPC P P P P

Adding Voters P P NPC P NPC P

Deleting Voters P P NPC P NPC P

Partitioning

Candidates

TE: NPC

TP: NPC

TE: NPC

TP: NPC
P P

TE: P

TP: P

TE: P

TP: P

Runoff Partitioning

Candidates

TE: NPC

TP: NPC

TE: NPC

TP: NPC
P P

TE: P

TP: P

TE: P

TP: P

Partitioning

Voters

TE: P

TP: NPC

TE: P

TP: NPC
NPC P

TE: NPC

TP: NPC

TE: P

TP: P

Table 6.2: Summary of complexity of control for plurality, Condorcet, and approval [HHR07].

Theorem 6.5.2 Each problem contained in

•
[

approval
Condorcet
plurality

]
-M+

[
C
D

]
C

[
[A

D ][C

V ][
PC
RPC
PV

]
- [TE

TP ]

]
,

4It should be noted that the referenced table in [HHR07] is focused on the unique-winner case, but
by Observation 6.5.1 below these results carry over to the nonunique-winner model (some of the cases
were previously noted in Faliszewski, Hemaspaandra, and Hemaspaandra [FHH14a] and Hemaspaandra,
Hemaspaandra, and Rothe [HHR12b]). Also, note that the “AC” line of the referenced table refers to so-
called unlimited adding and (as is now standard) we use “AC” to refer to (limited) adding. Additionally, in
our table we use NPC instead of “R” (resistant) and P instead of “V” (vulnerable) or “I” (immune).

Observation 6.5.1 The complexities of each of the standard control problems shown in Bartholdi, Tovey,
and Trick [BTT92] and Hemaspaandra, Hemaspaandra, and Rothe [HHR07] for the unique-winner model
hold also for the nonunique-winner model.

5The reason we have looked at only the P cases of control for these system is that due to our inheritance
results, for the NP cases, getting a P result will be impossible.
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•
[

approval
Condorcet
plurality

]
-
[
C
D

]
C

[
[A

D ][C

V ][
PC
RPC
PV

]
- [TE

TP ]

]
-CF, or

•
[

approval
Condorcet
plurality

]
-
[
C
D

]
C

[
[A

D ][C

V ][
PC
RPC
PV

]
- [TE

TP ]

]
-MF,

whose corresponding control type is in P in Table 6.2 is in P.

The proofs of many of these cases will utilize the polynomial-time algorithms for the

without-manipulators versions of the control cases. The well-known polynomial-time re-

sults from Bartholdi, Tovey, and Trick [BTT92] and Hemaspaandra, Hemaspaandra, and

Rothe [HHR07] are both for the unique-winner model. Observation 6.5.1 states that each of

these control cases holds for the nonunique-winner model, and we will reference this obser-

vation when referring to the polynomial-time algorithm for a given nonmanipulator control

case.

As an illustration, we present the proof of plurality-M+CCPV-TE ∈ P here.

Proof. Note that it is not the case that the manipulators can always simply vote for p,

no matter what the chair does. For example, if the chair partitions the voters such that one

of the subelections contains a voter voting p > a > b, and the other subelection contains 100

voters voting a > b > p, 101 voters voting b > a > p, and one manipulator, the manipulator

should vote for a, so that a and b are tied in the second subelection and neither goes through

to the second round. Still, we will show that if a partition of the voters and a manipulation

of the manipulators exist such that p wins the election, then there exists a way for p to win

when all manipulators vote for p. It follows that we can check if p can be made a winner by

first having all manipulators vote for p and then running the polynomial-time algorithm for

plurality-CCPV-TE from [HHR07] (modified in the obvious way for the nonunique-winner

case).

So, suppose that a manipulation and a partition (V1, V2) exist such that p is a winner of the

election. Without loss of generality, suppose p is the unique winner of (C, V1). Then p is also

the unique winner of (C, V1) if all manipulators in V1 vote for p, so have all manipulators

in V1 vote for p. Now consider (C, V2). As explained in the previous paragraph, simply

changing the manipulators’ votes to p could have bad effects. Instead, we do the following.

While manipulators remain in V2 whose first-choice candidate is not p, choose one of them,

v, let a be v’s first-choice candidate, and do the following.

1. Change v’s vote from a to p and move v to V1.

2. For each candidate b 6= a, move a current V2 voter for b (if any exists) from V2 to V1

and if it is a manipulator, change its vote to p.
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Since in each iteration of the above loop we add at least one vote for p to V1, p will remain

the unique winner of (C, V1). If after the loop (C, V2) does not have a unique winner or has p

as the unique winner it is immediate that p wins the runoff. The only remaining case is that

after the loop (C, V2) has a unique winner c 6= p. Note that in each iteration we keep the

same set of winners in (C, V2) unless V2 becomes empty in which case all candidates become

winners in (C, V2). This implies that c is the unique winner of (C, V2) before the loop and

thus c does not beat p in the runoff before the loop. Since the only votes that are changed

in the loop are manipulator votes changed to p, after the loop p clearly is a winner of the

runoff.6 ❑

Below we state general results on election systems satisfying the Weak Axiom of Revealed

Preferences (WARP) and its corresponding unique version (unique-WARP). An election

system satisfies WARP if whenever a candidate is a winner among a set of candidates (under

a collection of votes V ; as always, we assume that V is masked down to the candidates at

hand in the given election) then that candidate is also a winner among every subset of those

candidates that includes him or her (under that same collection of votes V ; as always, we

assume that V is masked down to the candidates at hand in the given election). Similarly,

an election system satisfies unique-WARP if whenever a candidate is a unique winner among

a set of candidates then that candidate is also a unique winner among every subset of those

candidates that includes him or her.7 It is easy to see that approval and Condorcet elections

satisfy both WARP and unique-WARP [HHR07].

Theorem 6.5.3 For every election system E satisfying unique-WARP, and for each instance

of the CCRPC-TE problem, it holds that control is possible if and only if the preferred

candidate p is an overall winner using the partition (C − {p}, {p}).

Proof. Given an election system satisfying unique-WARP, an election (C, V ), and a can-

didate p ∈ C, we do the following.

If p is an overall winner using partition (C − {p}, {p}) then clearly control is possible.

Conversely, if p is not an overall winner using partition (C −{p}, {p}) then we will show

that control is not possible. There are two cases.

1. If under our collection of votes (masked down to the candidates in the election at hand

in each case, of course) p does not win in the election where p is the sole candidate,

6There was a slight problem in the argument used in this paragraph in a previous version [FHH13a],
which was fixed in a later version [FHH14b].

7We here and in many other places write the somewhat strange, awkward phrase “a unique winner” rather
than the seemingly more natural phrase “the unique winner.” We do so to avoid giving the impression that
there necessarily is a unique winner—as opposed for example to perhaps having no winners or perhaps
having multiple winners.
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then by unique-WARP p will not be a unique winner in any subelection it is part of,

and so can never survive the first round, and so can never become an overall winner.

2. On the other hand, if under our collection of votes (masked down to the candidates in

the election at hand in each case, of course) p wins in the election where p is the sole

candidate, then p in the partition (C − {p}, {p}) clearly will survive the first round.

Since we are in the TE model, either zero or one candidates will survive the C − {p}

first-round subelection.

But if zero survive, then the second-round election involves just p, who we already, in

our current case, have assumed wins under the votes masked down to it, so it will in

fact be an overall winner (in fact, it will be the only overall winner).

On the other hand, if one candidate, call it r, survives the C − {p} first-round sub-

election, note that since we assumed that p is not an overall winner, it must be the

case that in the election between r and p (with the votes as always masked down

to the candidates in the election), p is not a winner. So, can there be any partition,

(C−A,A), under the given votes, that will ensure that p is an overall winner? W.l.o.g.,

assume p ∈ A. If r ∈ A, then p cannot move forward, since to do that (as we are in

the TE model) p would have to be a unique winner within A, and since {p, r} ⊆ A, by

unique-WARP it would have been impossible for p to fail to beat r in the second-round

election under partition (C−{p}, {p}) in our original setting, yet that is precisely what

happened in our current case’s assumptions. On the other hand, if r 6∈ A, then given

that C−A ⊆ C−{p}, by unique-WARP we have that r wins the subelection (C−A, V ),

and so faces p in the runoff, and we already know that in that case p will not be a

winner of that contest.

By the above case analysis, we have shown that control is not possible, thus completing this

second direction of the proof. ❑

Corollary 6.5.4 For every election system E that satisfies unique-WARP and has a p-time

winner problem, E-CCRPC-TE is in P.

Theorem 6.5.3 does not hold for CCPC-TE. For example, in the election system where

all candidates are winners if there are at least two candidates, and no candidates win if

there is at most one candidate (note that this system vacuously satisfies unique-WARP), an

election with candidates {a, b} has no winners using partition ({a}, {p}), but all candidates

win using partition (∅, {a, p}).
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Nonetheless, we have proven an analogue of Theorem 6.5.3 for the CCPC-TE case. Our

analogue, however, applies to election systems that satisfy both WARP and unique-WARP.8

Theorem 6.5.5 For every election system satisfying both WARP and unique-WARP, and

for each instance of the CCPC-TE problem, it holds that control is possible if and only if the

preferred candidate p is an overall winner using the partition (C − {p}, {p}).

Proof. Given an election system satisfying both WARP and unique-WARP, an election

(C, V ), and a candidate p ∈ C, we do the following.

If p is an overall winner using partition (C − {p}, {p}) then clearly control is possible.

Conversely, if p is not an overall winner using partition (C −{p}, {p}) then we will show

that control is not possible. There are two cases.

1. If under our collection of votes (masked down to the candidates in the election at hand

in each case, of course) p does not win in the election where p is the sole candidate,

then by WARP p will not be a winner in any larger subelection that contains him or

her, and so can never be an overall winner.

2. If under our collection of votes (masked down to the candidates in the election at hand

in each case, of course) p wins the election where p is the sole candidate then since p

is not the overall winner using partition (C − {p}, {p}) and we are in the TE model,

there exists a candidate r ∈ C−{p} such that r is the unique winner of the subelection

(C−{p}, V ) and p does not win the runoff election ({p, r}, V ). Since the given election

system satisfies unique-WARP and r is the unique winner of (C−{p}, V ), r will be the

unique winner of every subelection that does not involve p. And since the given election

satisfies WARP and p does not win ({p, r}, V ), p is not a winner in any subelection

involving r. Notice that p participates in the runoff only if r also participates in the

runoff. So it is clear to see that control is not possible.

❑

8Is it going unnaturally far to study systems that satisfy both WARP and unique-WARP? We do not
think so. Indeed, to put our use of two properties in context, we mention that even combined they are
a weaker assumption about the election system than is even a certain different version of WARP that
is sometimes used. The version of WARP that we are using here is precisely that found for example in
Baumeister and Rothe’s survey of preference aggregation [BR16]. This version focuses on the individual
candidate and what happens when other candidates are removed, namely, that winning does not turn into
not winning for any unremoved candidate. The other version, and to avoid confusion let us refer to it
as WARP′, focuses on whether when one removes candidates the winner set is always exactly the previous
winner set intersected with the remaining set of candidates. WARP′ clearly implies both WARP and unique-
WARP. And so Theorem 6.5.5 would certainly remain true if in it one were to replace the phrase “both
WARP and unique-WARP” with simply “WARP′.”
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Corollary 6.5.6 For every election system E that satisfies both WARP and unique-WARP

and has a p-time winner problem, E-CCPC-TE is in P.

Corollary 6.5.7 For every election system E satisfying both WARP and unique-WARP,

E-CCPC-TE = E-CCRPC-TE.

We now present proofs of the remaining cases of Theorem 6.5.2. In some of these proofs,

we use the notation score(C,V )(a) to denote the score of candidate a in election (C, V ). When

it is clear from context, we may leave out C, V , or both.

6.5.1 Plurality

Theorem 6.5.8 For plurality elections, the following hold.

1. M+
[
C
D

]
C
[
A
D

]
V are each in P.

2.
[
C
D

]
C
[
A
D

]
V-

[
CF
MF

]
are each in P.

Proof. For the constructive cooperative and the destructive competitive cases it is clear

that the manipulators should all vote for p.

For the destructive cooperative and the constructive competitive cases the optimal action

for the manipulators is to all vote for the same highest-scoring candidate in C − {p}.

In all cases we can determine if the chair can be successful by assuming the manipula-

tors vote as above and using the corresponding p-time algorithm for control from Bartholdi,

Tovey, and Trick [BTT92] (for the constructive cases) or from Hemaspaandra, Hemaspaan-

dra, and Rothe [HHR07] (for the destructive cases), modified in the obvious way for the

nonunique-winner case (see Observation 6.5.1). ❑

For the remaining proofs in this section, given an election (C, V ) containing k ma-

nipulators, we say that a candidate r is a rival of p if r can beat p pairwise, i.e., if

score{p,r}(r) + k > score{p,r}(p).

Lemma 6.5.9 If there exists a partition such that p is an overall winner in the “TE” model

when all manipulators vote for the same highest-scoring rival r and put p last, then there

exists a partition such that p is always an overall winner.

Proof. Given an election (C, V ) where V contains k manipulators, a candidate p ∈ C,

and a candidate r ∈ C − {p} such that score{p,r}(r) + k > score{p,r}(p), we do the following.

Let (V1, V2) be a partition such that p is an overall winner when all manipulators vote

for r and put p last. Let k1 be the number of manipulators in V1, let k2 be the number of
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manipulators in V2, let ℓ1 be the number of nonmanipulator votes for r in V1, and let ℓ2 be

the number of nonmanipulator votes for r in V2. Without loss of generality assume that p is

the unique winner of (C, V1) when all manipulators vote for r.

Now we will construct a new partition (V̂1, V̂2) that will work regardless of how the ma-

nipulators vote. Let V̂2 consist of ℓ2 nonmanipulator votes for r, scoreV2
(p) nonmanipulator

votes for p, for every rival r̂ 6= r, min(ℓ2, score(r̂)) votes for r̂, for every nonrival c 6= p all

the nonmanipulator votes for c, and k2 manipulators. Let V̂1 = V − V̂2.

We first show that p is always the unique winner of (C, V̂1). We know that score
V̂1

(r)+k1 =

ℓ1 +k1 < scoreV1
(p) = scoreV̂1

(p). For every nonrival c 6= p, scoreV̂1
(c)+k1 = k1 < scoreV̂1

(p).

Finally, for every rival r̂ 6= r, score(r̂) ≤ score(r) = ℓ1 + ℓ2, and so score
V̂1

(r̂) ≤ ℓ1, which

implies that scoreV̂1
(r̂) + k1 ≤ ℓ1 + k1 < scoreV̂1

(p). It follows that p is always the unique

winner of (C, V̂1).

So the only way in which p can be precluded from winning the runoff is if there exist a

manipulation and a rival r̂ of p such that r̂ is the unique winner of (C, V̂2). Then ℓ2 + k2 >

score(c) for every nonrival c 6= p, and ℓ2 +k2 > score
V̂2

(p) = scoreV2
(p). Now consider (C, V2)

and let all manipulators vote for r. Then the score of r in (C, V2) (after the manipulation)

is ℓ2 + k2, and r is the unique winner of (C, V2). Then p is not an overall winner of (C, V )

when all manipulators vote for r, which contradicts our assumption.

It follows that p is always a winner of (V̂1, V̂2). ❑

Theorem 6.5.10 plurality-CCPV-TE-CF is in P.

Proof. Given an election (C, V ) and a preferred candidate of the chair p ∈ C, p can be

made a winner if and only if there exists a partition (V1, V2) such p is always an overall

winner.

If no rivals of p exist, then clearly control is possible if and only if C = {p} or there is at

least one vote for p (in the latter case, let V1 consist of one voter for p).

Otherwise, let r be a highest-scoring rival of p. It is immediate from Lemma 6.5.9 that

control is possible if and only if there exists a partition such that p wins when all manipulators

vote for r and put p last. This can be determined by running the polynomial-time algorithm

for plurality-CCPV-TE from [HHR07], modified in the obvious way for the nonunique-winner

case (see Observation 6.5.1). ❑

Theorem 6.5.11 plurality-CCPV-TE-CF = plurality-CCPV-TE-MF.

Proof. It immediately follows from the definition that plurality-CCPV-TE-CF ⊆

plurality-CCPV-TE-MF.
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Now suppose that “MF” control is possible. Then for all manipulations there exists a

partition such that the preferred candidate p wins. Then either no rival to p exists, in which

case “CF” control is possible since either p is the only candidate or there exists at least one

vote for p. When a rival r to p exists, control is certainly possible when all the manipulators

vote for r and put p last. By Lemma 6.5.9 we know that then there exists a partition where

p is always a winner, so “CF” control is possible. ❑

Corollary 6.5.12 plurality-CCPV-TE-MF is in P.

Theorem 6.5.13 plurality-M+DCPV-TE is in P.

Proof. Given an election (C, V ) and a despised candidate of the chair p ∈ C, we can

determine in polynomial time if p can be precluded from winning by partitioning voters

as follows. If there are no manipulators, run the polynomial-time algorithm for plurality-

DCPV-TE from [HHR07], modified in the obvious way for the nonunique-winner case (see

Observation 6.5.1).

So, let k > 0 denote the number of manipulators in V . If there exists a rival r to p (i.e., a

candidate that can beat p pairwise, i.e., a candidate for which score{p,r}(p) < score{p,r}(r)+k),

then control is possible: Let V2 consist of one manipulator and let all manipulators vote for r.

If there are no rivals, we must ensure that p doesn’t make it to the runoff. It is easy to

see that this can be done if and only if we are in one of the following two cases.

1. There are at least two candidates, c is a highest-scoring candidate in C − {p}, and

score(p) ≤ score(c) + k. (Have all manipulators vote for c and use partition (V, ∅).)

2. There are at least three candidates, c and d are two highest-scoring candidates in C −

{p}, and score(p) ≤ score(c) + score(d) + k. (Have V1 consist of min(score(p), score(c))

votes for p and all votes for c. The remaining votes, including all manipulators, who

will vote for d, will be in V2.)

❑

Lemma 6.5.14 If there exists a partition of voters such that p is not a plurality winner in

the “TE” model when all manipulators vote for p, then there exists a partition such that p

can never be made a plurality winner by the manipulators.

Proof. Given an election (C, V ) and a candidate p ∈ C, we do the following.
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Let (V1, V2) be a partition such that p is not a winner when all manipulators vote for

p. If p can never be made a winner by the manipulators in this partition then we are done.

So, suppose there exists a manipulation such that p is an overall winner (with the partition

(V1, V2)). Without loss of generality assume that p is the unique winner of (C, V1). Then p

is also the unique winner in (C, V1) if all manipulators vote for p. However, since p is not

an overall winner if all manipulators vote for p there is a candidate c 6= p such that if all

manipulators vote for p, c is the unique winner of (C, V2) and c is the unique winner of the

runoff ({p, c}, V ).

Now move all manipulators from V2 to V1. Note that c remains the unique winner of

(C, V2) and that c is always the unique winner of ({p, c}, V ). It follows that in this new

partition, p is never a winner, no matter what the manipulators do. ❑

Lemma 6.5.14 implies that plurality-DCPV-TE-CF is in P, since control is possible if

and only if control is possible when all manipulators vote for p. This can be checked using

the polynomial-time algorithm for plurality-DCPV-TE from Hemaspaandra, Hemaspaan-

dra, and Rothe [HHR07], modified in the obvious way for the nonunique-winner case (see

Observation 6.5.1).

Theorem 6.5.15 plurality-DCPV-TE-CF is in P.

We will now show that Lemma 6.5.14 also implies that plurality-DCPV-TE-MF is in P.

Theorem 6.5.16 plurality-DCPV-TE-MF is in P.

Proof. Given an election (C, V ) and a despised candidate of the chair p ∈ C, we will show

that we can determine in polynomial time if p can be precluded from winning by partitioning

voters.

As in the “CF” case we will use Lemma 6.5.14 to show that control is possible if and

only if there exists a partition such that p is precluded from winning when all manipulators

vote for p. This also implies that plurality-DCPV-TE-CF = plurality-DCPV-TE-MF.

It immediately follows from the definition that if the instance of plurality-DCPV-TE-MF

is positive, then there exists a partition such that p is not a winner when all manipulators

vote for p.

For the other direction, by Lemma 6.5.14 if there exists a partition such that p is not a

winner when all the manipulators vote for p, then there exists a partition (V1, V2) such that

p can never be made a winner by the manipulators. This implies that no matter what the

manipulators do, there exists a partition (in fact, always the same partition) such that p is

not a winner. This then implies that the instance of plurality-DCPV-TE-MF is positive. ❑
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6.5.2 Condorcet

Theorem 6.5.17 For Condorcet elections, the following hold.

1. M+
[
C
D

]
C
[
A
D

]
C are each in P.

2. M+DC
[
A
D

]
V are both in P.

3.
[
C
D

]
C
[
A
D

]
C-

[
CF
MF

]
are each in P.

4. DC
[
A
D

]
V-

[
CF
MF

]
are both in P.

Proof. For the constructive cooperative and the destructive competitive cases it is clear

that the manipulators should all vote for p.

For the destructive cooperative and the constructive competitive cases the optimal action

for the manipulators is to rank p last.

In all cases we can determine if the chair can be successful by assuming the manipula-

tors vote as above and using the corresponding p-time algorithm for control from Bartholdi,

Tovey, and Trick [BTT92] (for the constructive cases) or from Hemaspaandra, Hemaspaan-

dra, and Rothe [HHR07] (for the destructive cases), modified in the obvious way for the

nonunique-winner case (see Observation 6.5.1). ❑

We now prove the Condorcet partition cases. Since Condorcet winners are always unique,

the “TE” and “TP” cases coincide and so we will leave out this notation, following [HHR07].

Theorem 6.5.18 Condorcet-M+
[
C
D

]
C
[

PC
RPC

]
are each in P.

Proof. Given an election (C, V ) and a preferred candidate of the chair p ∈ C, we can

determine in polynomial time if p can be made a winner by partitioning of candidates and

by runoff partitioning of candidates as follows.

For the constructive cases we do the following. Since Condorcet elections satisfy both

WARP and unique-WARP, we know from Theorems 6.5.3 and 6.5.5 that control is possible

if and only if control is possible using partition (C−{p}, {p}). Set all manipulators to rank p

first. Rank the candidates that do not beat p pairwise next in all manipulator votes (in any

order). Then, as long as there exists an unranked candidate c that can never be a Condorcet

winner in (C − {p}, V ), rank c next in all manipulator votes.

Let Ĉ be the set of candidates not yet ranked by the manipulators. Notice that every

c ∈ Ĉ beats p pairwise, and every c ∈ Ĉ can become a Condorcet winner in (Ĉ, V ) (and

thus also in (C, V )).
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So, to determine if control is possible, we must determine if the manipulators can vote

in such a way that there is no Condorcet winner in (Ĉ, V ), i.e., ∀c ∈ Ĉ ∃c′ ∈ Ĉ such that c′

ties-or-beats c pairwise.

For ‖V ‖ even, assume that there are at least two candidates in Ĉ and for ‖V ‖ odd,

assume there are at least three candidates in Ĉ (otherwise there will always be Condorcet

winners). We have the following cases, depending on whether or not there is a Condorcet

winner in (Ĉ, V ) before the manipulators vote and depending on the parity of ‖V ‖. Let

k ≥ 1 denote the number of manipulators in V .

1. If there exists a Condorcet winner and ‖V ‖ is even, then let c be the Condorcet

winner, and let d ∈ Ĉ − {c}. It is easy to see that each of the manipulators can vote

(c > d > Ĉ −{c, d}) or (d > c > Ĉ −{c, d}) in such a way that c ties d pairwise. So, c

is no longer a Condorcet winner and no other candidate becomes a Condorcet winner,

since c ties-or-beats every other candidate pairwise.

2. If there exists a Condorcet winner and ‖V ‖ is odd, then let c be the Condorcet winner,

and let a, b ∈ Ĉ−{c} be such that a ties-or-beats b pairwise. Have ⌈k/2⌉ manipulators

vote (a > b > c > Ĉ−{a, b, c}) and ⌊k/2⌋manipulators vote (b > c > a > Ĉ−{a, b, c}).

After this manipulation, b beats c pairwise, a beats b pairwise, and c beats every

candidate in Ĉ − {b, c} pairwise.

3. If there is no Condorcet winner and ‖V ‖ is even, then have ⌊k/2⌋ manipulators vote

Ĉ (i.e., the candidates in Ĉ in some fixed order) and ⌊k/2⌋ manipulators vote
←−
Ĉ (i.e.,

the candidates in Ĉ in reverse order). When k is odd, let the remaining manipulator

vote arbitrarily. It is clear that no Condorcet winners are created by the manipulators.

4. If there is no Condorcet winner and ‖V ‖ is odd, then we have the following cases.

(a) If k is even, then have k/2 manipulators vote Ĉ and the remaining k/2 manipu-

lators vote
←−
Ĉ .

(b) If k is odd and there is no weak Condorcet winner (a weak Condorcet winner is

a candidate that ties-or-beats every other candidate pairwise), then have ⌊k/2⌋

manipulators vote Ĉ and ⌊k/2⌋ manipulators vote
←−
Ĉ . Let the remaining ma-

nipulator vote arbitrarily. It is clear that no Condorcet winner is created by the

manipulators.

(c) If k is odd and there exists a weak Condorcet winner, then let c be a weak

Condorcet winner and let a be a candidate such that a ties c pairwise. We have

the following two cases.
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i. If for all b ∈ Ĉ − {a, c}, a beats b pairwise and c beats b pairwise, then have

⌈k/2⌉ manipulators vote (Ĉ − {a, c} > a > c) and have the remaining ⌊k/2⌋

manipulators vote (c > Ĉ − {a, c} > a). So, now a beats c pairwise, and for

all b ∈ Ĉ − {a, c}, c beats b pairwise and b beats a pairwise, and thus there

is still no Condorcet winner.

ii. Otherwise, there exists a candidate b ∈ C − {a, c} such that it is not the

case that a and c both beat b pairwise. Suppose there are at least three

manipulators, and set their votes in the following way. (If there is only one

manipulator, then since each candidate in Ĉ can become a Condorcet winner,

all candidates in Ĉ tie pairwise. And so there is always a Condorcet winner

after manipulation.)

A. If a does not beat b pairwise, then let ⌊k/3⌋ manipulators vote (c > b >

a > Ĉ − {a, b, c}), ⌊k/3⌋ manipulators vote (b > a > c > Ĉ − {a, b, c}),

and ⌊k/3⌋ manipulators vote (a > c > b > Ĉ − {a, b, c}). Note that

a beats c pairwise, b beats a pairwise, and c beats every candidate in

Ĉ−{a, c} pairwise, so there is no Condorcet winner. If two manipulators

remain, then have one vote Ĉ and the other vote
←−
Ĉ . Otherwise, if a sin-

gle manipulator remains, since a beats c pairwise after the manipulators

act as above, when the one remaining manipulator votes (c > · · · ), no

Condorcet winner is created.

B. If a beats b pairwise, then c does not beat b pairwise. It follows that c ties

b pairwise. Now switch candidates a and b, and we are in the previous

case.

For the destructive cases, since Condorcet elections satisfy unique-WARP, the chair can-

not, by partitioning of candidates or by runoff partitioning of candidates, cause a candidate

that is a unique winner to no longer be a unique winner [HHR07]. This implies that control

is possible if and only if the manipulators can vote so that p is not a winner in (C, V ). It is

immediate that the optimal action for the manipulators is to put p last. ❑

Theorem 6.5.19 Condorcet-
[
C
D

]
C
[

PC
RPC

]
-
[
CF
MF

]
are each in P.

Proof. Given an election (C, V ) and a preferred candidate of the chair p ∈ C, we can

determine in polynomial time if p can be made a winner by partitioning candidates and by

runoff partitioning of candidates as follows.

For the constructive cases, since Condorcet elections satisfy both WARP and unique-

WARP, we know from Theorems 6.5.3 and 6.5.5 (which each apply only to the TE model,
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but since the Condorcet election system never has more than one winner, for Condorcet

elections TE and TP are in effect identical) that control is possible if and only if control is

possible using partition (C − {p}, {p}). The manipulators can preclude p from winning if

and only if there is a candidate c 6= p that can be made to uniquely win (C − {p}, V ) and

ties-or-beats p pairwise. This can easily be checked by having all manipulators vote for c.

For the destructive cases, since Condorcet elections satisfy unique-WARP, the chair can-

not, by partitioning of candidates or by runoff partitioning of candidates, cause a candidate

that is a unique winner to no longer be a unique winner [HHR07]. This implies that control

is possible if and only if the manipulators cannot vote so that p becomes a winner in (C, V ).

It is immediate that the optimal action for the manipulators is to vote for p. ❑

Theorem 6.5.20 Condorcet-M+DCPV is in P.

Proof. Given an election (C, V ) and a despised candidate of the chair p ∈ C, we can

determine in polynomial time if p can be precluded from winning by partitioning voters as

follows.

If there exists a candidate r ∈ C − {p} such that when all manipulators rank p last, r

ties-or-beats p pairwise, then control is possible by having all manipulators rank p last and

using partition (V, ∅).

If no such candidate exists, the only way to ensure that p is not a winner is to ensure that

p does not participate in the runoff. Suppose there exists a partition and a manipulation such

that p is not a unique winner of either subelection. If in this partition we set all manipulators

to rank p last, p still does not win either subelection. So, we can check whether we are in

this case by having all manipulators rank p last, and then use the polynomial-time algorithm

for Condorcet-DCPV from [HHR07], modified in the obvious way for the nonunique-winner

case (see Observation 6.5.1). ❑

Below we state a lemma analogous to Lemma 6.5.14, but for Condorcet elections.

Lemma 6.5.21 If there exists a partition of voters such that p is not a Condorcet winner

when all manipulators vote for p, then there exists a partition such that p can never be made

a winner by the manipulators.

Proof. Given an election (C, V ) and a candidate p ∈ C, we do the following.

Let (V1, V2) be a partition such that p is not a winner when all manipulators vote for p.

So, either there exists a candidate r ∈ C − {p} such that r ties-or-beats p pairwise when all

manipulators vote for p, or p is not a unique winner of either subelection.
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In the former case the partition (V, ∅) will always work, and in the latter case it is clear to

see that there is no way for the manipulators to make p a unique winner of either subelection,

so we are done. ❑

Lemma 6.5.21 implies that Condorcet-DCPV-CF is in P, since control is possible if and

only if control is possible when all manipulators vote for p. This can be checked using the

polynomial-time algorithm from [HHR07], modified in the obvious way for the nonunique-

winner case (see Observation 6.5.1).

Theorem 6.5.22 Condorcet-DCPV-CF is in P.

A similar argument as in the proof of Theorem 6.5.16 shows that Lemma 6.5.21 above

also implies that the corresponding “MF” case is also in P.

Theorem 6.5.23 Condorcet-DCPV-MF is in P.

6.5.3 Approval

Theorem 6.5.24 For approval elections, the following hold.

1. M+
[
C
D

]
C
[
A
D

]
C are each in P.

2. M+DC
[
A
D

]
V are both in P.

3.
[
C
D

]
C
[
A
D

]
C-

[
CF
MF

]
are each in P.

4. DC
[
A
D

]
V-

[
CF
MF

]
are each in P.

Proof. For the constructive cooperative and the destructive competitive cases it is clear

that the manipulators should all approve of only p.

For the destructive cooperative and the constructive competitive cases the optimal action

for the manipulators is approve of all candidates except p.

In all cases we can determine if the chair can be successful by assuming the manipula-

tors vote as above and using the corresponding p-time algorithm for control from Bartholdi,

Tovey, and Trick [BTT92] (for the constructive cases) or from Hemaspaandra, Hemaspaan-

dra, and Rothe [HHR07] (for the destructive cases), modified in the obvious way for the

nonunique-winner case (see Observation 6.5.1). ❑

Theorem 6.5.25 approval-M+
[
C
D

]
C
[

PC
RPC

]
-
[
TE
TP

]
are each in P.
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Proof. Given an election (C, V ) and a preferred candidate of the chair p ∈ C, we can

determine in polynomial time if p can be made a winner by partitioning of candidates and

by runoff partitioning of candidates as follows. Let k denote the number of manipulators in

V .

For the constructive “TE” cases we do the following. Since approval elections satisfy

both WARP and unique-WARP, we know from Theorems 6.5.3 and 6.5.5 that control is

possible if and only if control is possible using partition (C −{p}, {p}). Set all manipulators

to approve of p. If that makes p an overall winner of the election, we are done. If not, let c be

the unique winner of subelection (C−{p}, V ) (since p will participate in the runoff, the only

way p can fail to then win overall is if there is a unique winner of (C−{p}, V ) who beats p in

the runoff). As just mentioned parenthetically, note that after manipulation, c’s score in this

case must be greater than p’s score. If for all d ∈ C − {p, c}, score(c) > score(d) + k, c will

always be the unique winner of (C−{p}, V ) and so p will never be an overall winner. If there

exists a candidate d in C − {p, c} such that score(c) ≤ score(d) + k, let score(c) − score(d)

voters approve of d (in addition to p). In this case, (C − {p}, V ) does not have a unique

winner and so p is an overall winner.

For the constructive “TP” cases, note that control is possible if and only if the ma-

nipulators can vote so that p becomes a winner in (C, V ). So the optimal action for the

manipulators is to approve of only p. Similarly, for the destructive cases, control is possible

if and only if the manipulators can vote so that p does not win (for the “TP” cases) or does

not uniquely win (for the “TE” cases) in (C, V ). So the optimal action for the manipulators

is to approve of all candidates except p. ❑

Theorem 6.5.26 approval-
[
C
D

]
C
[

PC
RPC

]
-
[
TE
TP

]
-
[
CF
MF

]
are each in P.

Proof. Given an election (C, V ) and a preferred candidate of the chair p ∈ C, we can

determine in polynomial time if p can be made a winner by partitioning candidates and by

runoff partitioning of candidates as follows.

For the constructive “TE” cases, since approval elections satisfy both WARP and unique-

WARP, we know from Theorems 6.5.3 and 6.5.5 that control is possible if and only if control

is possible using partition (C − {p}, {p}). The manipulators can preclude p from winning

if and only if there is a candidate c 6= p that can be made to uniquely win using partition

(C − {p}, {p}). This can easily be checked by having all manipulators approve of only c.

For the constructive “TP” cases, note that control is possible if and only if the manip-

ulators cannot vote so that p does not become a winner in (C, V ). So the optimal action

for the manipulators, regardless of who goes first, is to approve of all candidates except p.
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Similarly, for the destructive cases, control is possible if and only if the manipulators cannot

vote so that p becomes a winner (for the “TP” cases) or a unique winner (for the “TE”

cases) in (C, V ). So the optimal action for the manipulators, regardless of who goes first, is

to approve of only p. ❑

Theorem 6.5.27 approval-M+DCPV-
[
TE
TP

]
is in P.

Proof. Given an election (C, V ) and a despised candidate of the chair p ∈ C, we can

determine in polynomial time if p can be precluded from winning by partitioning voters for

the “TE” case as follows.

1. If there is a candidate, c 6= p such that score(p) ≤ score(c) + k, then control is possible

by having all manipulators disapprove of only p and using partition (V, ∅).

2. If we are not in Case 1, the only way to preclude p from being a winner is if p doesn’t

make it to the runoff, i.e., if there exist a partition and a manipulation such that p is

not a unique winner of either subelection. If in this partition we make all manipulators

vote to disapprove of only p, p is still not a unique winner of either subelection. So,

we can check whether we are in this case by having all manipulators vote to disap-

prove of only p, and then using the polynomial-time algorithm for approval-DCPV-TE

from [HHR07], modified in the obvious way for the nonunique-winner case (see Obser-

vation 6.5.1).

For the “TP” case, replace “≤” by “<” in Case 1, and “unique winner” by “winner” and

“approval-DCPV-TE” by “approval-DCPV-TP” in Case 2. ❑

Below we state a lemma analogous to Lemma 6.5.14, but for approval elections.

Lemma 6.5.28 If there exists a partition of voters such that p is not an approval winner

in the “TE” (“TP”) model when all manipulators approve of only p, then there exists a

partition such that p can never be made an approval winner by the manipulators in the same

tie-breaking model.

Proof. The proof for the “TE” case follows similarly to the proof of Lemma 6.5.14, so we

just provide the proof of the “TP” case.

Given an election (C, V ) and a candidate p ∈ C, we do the following.

Let (V1, V2) be a partition such that p is not a winner when all manipulators approve of

only p. If p can never be made a winner by the manipulators in this partition then we are
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done. So, suppose there exists a manipulation such that p is an overall winner (with the

partition (V1, V2)). Without loss of generality p is a winner of the subelection (C, V1). Then

if all manipulators in V1 approve of only p, we know that p remains a winner of (C, V1). Note

we don’t get any new winners in (C, V1). Since p is not an overall winner if all manipulators

approve of only p there is a candidate c 6= p such that if all manipulators vote for p, c is a

winner of (C, V2) and score(c) > score(p).

Now move all manipulators from V2 to V1. Note that c remains a winner of (C, V2) and

that c will always beat p in the runoff. It follows that in this new partition, p is never a

winner, no matter what the manipulators do. ❑

Lemma 6.5.28 implies that approval-DCPV-TE-CF and approval-DCPV-TP-CF are both

in P, since control is possible if and only if (nonmanipulator) control is possible when all

manipulators approve of only p. This can be checked using the corresponding polynomial-

time algorithms from Hemaspaandra, Hemaspaandra, and Rothe [HHR07], modified in the

obvious way for the nonunique-winner case (see Observation 6.5.1).

Theorem 6.5.29 approval-DCPV-
[
TE
TP

]
-CF are both in P.

Lemma 6.5.28 above also implies that the corresponding manipulators-first cases are both

in P. The proof of the following theorem follows from a similar argument as the proof of

Theorem 6.5.16.

Theorem 6.5.30 approval-DCPV-
[
TE
TP

]
-MF are both in P.

6.6 Weighted Voters

We now give results for veto and Borda, including, for the latter, an interesting increase in

complexity, by considering weighted elections.

Recall that in a weighted election every voter has a positive integer weight, and a voter

with weight ω counts as ω voters. In weighted voter control cases, the addition/deletion

limit still pertains to the number of voters that can be added or deleted. Consider the

case of 3-candidate weighted veto elections. The known results on this are that constructive

coalitional manipulation is NP-complete [CSL07], destructive coalitional manipulation is in

P [CSL07], and CCAV and CCDV are both in P [FHH15]. The following result, whose

second part may be surprising, shows that for this system CC
[
A
D

]
V-

[
CF
MF

]
are all in P—not

NP-complete.

Theorem 6.6.1 For 3-candidate weighted veto elections, the following hold.
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1. M+CC
[
A
D

]
V are both NP-complete.

2. CC
[
A
D

]
V-

[
CF
MF

]
are each in P.

Proof. The first case follows directly from the fact that constructive manipulation is NP-

complete [CSL07] and the inheritance observations from Section 6.3 (as the relevant result

there holds even for the weighted case).

For the competitive cases, note that the only action that makes sense for the manipulators

is to veto p. This holds regardless of whether the manipulators or the chair goes first. So,

we let the manipulators veto p and then run the polynomial-time algorithm for CCAV and

CCDV from [FHH15]. ❑

3-candidate weighted Borda elections show a true increase in complexity. The known

results for this system are that constructive coalitional manipulation is NP-complete [CSL07],

destructive coalitional manipulation is in P [CSL07], and CCAV and CCDV are both NP-

complete [FHH15] and thus all these problems are in NP. Yet we show that CCAV-MF is

coNP-hard, and so cannot be in NP unless the polynomial hierarchy collapses to NP∩coNP.

Theorem 6.6.2 For 3-candidate weighted Borda elections, the following hold.

1. M+CC
[
A
D

]
V are both NP-complete.

2. CC
[

AV-CF
DV-[ CF

MF ]

]
are each NP-hard.

3. CCAV-MF is NP-hard and coNP-hard.

4. CC
[
A
D

]
V-CF is NP-complete.

Proof. The first case follows directly from the fact that manipulation is NP-

complete [CSL07] and the inheritance observations from Section 6.3.

The remaining NP-hardness results follow from the NP-completeness of CCAV and

CCDV and the inheritance observations from Section 6.3.

To show that CCAV-CF is in NP, guess a set of voters to add, and then check that the

manipulators can’t make p not win. We do this by setting all manipulators to (a > b > p),

checking that p is a winner, and then setting all manipulators to (b > a > p), and checking

that p is a winner. A similar argument shows that CCDV-CF is in NP.

It remains to show that CCAV-MF is coNP-hard, i.e., that the complement of CCAV-MF

is NP-hard. We will reduce from Partition. Given a nonempty sequence of positive integers

k1, . . . , kt that sums to 2K, we will construct an election such that there is a partition (i.e.,
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a subsequence of k1, . . . , kt that sums to K) if and only if the manipulators can vote in such

a way that the chair won’t be able to make p a winner.

We construct the following election: We have manipulators with weights k1, . . . , kt. The

manipulators are registered voters. We have two unregistered voters, both with weight

3K − 1. One of these voters votes (p > a > b) and one votes (p > b > a). We have addition

limit one, i.e., the chair can add at most one voter.

If there is a partition, then the manipulators vote so that a total of K vote weight casts

the vote (a > b > p) and a total of K vote weight casts the vote (b > a > p). So, the scores

of p, a, and b are 0, 3K, and 3K. There is no way for the chair to make p a winner by adding

at most one voter. If the chair adds the weight 3K− 1 voter voting (p > a > b), the score of

p is 6K − 2 and the score of a is 3K + (3K − 1) = 6K − 1 and so p is not a winner. Adding

the other voter gives a score of 6K − 2 for p and a score of 6K − 1 for b and again p is not

a winner.

Now consider the case that there is no partition. Look at the scores of the candidates after

the manipulators have voted. Without loss of generality, assume that score(a) ≤ score(b).

Then score(a) ≤ 3K−1 (since there is no partition) and score(b) ≤ 4K. Now the chair adds

the weight 3K − 1 voter voting (p > a > b). After adding that voter, p’s score is 6K − 2,

a’s score is at most (3K − 1) + (3K − 1) and b’s score is at most 4K. It follows that p is a

winner. ❑

6.7 Related Work

Many variants of control and manipulation have been studied, with some combining different

aspects of each type of attack.

The model of bribery introduced by Faliszewski, Hemaspaandra, and Hemaspaan-

dra [FHH09] can be viewed as control by deleting voters followed by manipulation, but

in that case the manipulators would only take the place of the deleted voters (and it would

only be the case where the chair and the manipulators cooperate). The idea of enhancing

control with manipulative voters has been mentioned in the literature, namely, in a para-

graph of [FHH11]. That paper cooperatively integrated with control, to a certain extent,

bribery [FHH09]. In that paper’s conclusions and open directions, there is a paragraph

suggesting that manipulation could and should also be integrated into that paper’s “multi-

prong setting,” and commending such future study to interested readers. That paragraph

was certainly influential in our choice of this direction. However, it is speaking just of the

cooperative case, and provides no results on this since it is suggesting a direction for study.
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The possible winner problem in the setting where new candidates are added to an elec-

tion, first introduced by Konczak and Lang [KL05], and expanded on by later work (see,

e.g., [CLMM10, BRR11, XLM11, CLM+12]), considers an election where there is an initial

set of candidates (that the voters all have total-order preferences over), a specified candidate,

and a set of additional candidates (that the voters have no specified preferences over), and

asks if there exists a way to extend the preferences of the voters to total orders that include

the additional candidates such that the specified candidate wins. This may seem like it is

combining manipulation and control by adding candidates, but in the possible winner model

there is no choice over which candidates are added to the election, which there is in the case

of control. So it is better thought of as a generalization of the manipulation problem (as the

abovementioned papers note). We also mention the work by Baumeister et al. [BRR+12],

which uses the term possible winner in a different way, since instead of considering the votes

initially unset over the new candidates, weights are initially unset. So as that paper notes,

the model can be seen as a generalization of control by adding and deleting voters. However,

the model is not a generalization of manipulation.

When we consider control by partitioning voters/candidates in our setting we consider

both the case where the manipulators can change their votes after the first round and the

case when they cannot. We mention here the recent work by Narodytska and Walsh [NW12,

NW13] and Fitzsimmons, Hemaspaandra, and Hemaspaandra [FHH16] that explore how

revoting affects the complexity of manipulation.

Our results show that the order of who goes first (the chair or the manipulators) can

affect the hardness of our problems. Order was also seen to play an important role in recent

work in the settings of online control [HHR12a, HHR12b], and online manipulation [HHR14].

6.8 Conclusions

We introduced the model of control in the presence of manipulators both for the case where

the election chair and the manipulators share a common goal and the case where they have

conflicting goals.

We have established general inheritance results and complexity upper bounds for control

in the presence of manipulators, for both cooperative and competitive settings. We for

the upper bounds provided matching lower bounds, but also showed that for many natural

systems the complexity is far lower than the general upper bounds.

It would be interesting to explore the complexity of control in the presence of manip-

ulators for election systems whose unweighted manipulation and/or control problems are

computationally difficult, and to expand on the results we have for weighted elections. Ad-
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ditionally, this model seems to be able to reach quite high levels of complexity, and it would

be interesting to see what complexity results could be realized for natural systems with

computationally difficult winner problems, such as Kemeny elections.
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Chapter 7

Conclusions

Elections are a way for a group of agents to aggregate their preferences to reach a decision,

whether they are citizens of a country, members on a committee, or agents in an electronic

multiagent system. There will often be incentives for agents to try to change the outcome of

an election and so it is important that we understand the complexity of these attacks and

how they should be modeled.

In this thesis we examined how different natural models for the votes, the electorate,

the representation, and the structure of the attack affect the computational complexity of

election-attack problems.

In Chapter 3 we examined how allowing voters to state ties in their preferences affects the

computational complexity of the three standard election attacks of manipulation, bribery,

and control. We found the first natural case where the complexity of manipulation increases

when moving from tie-free votes to votes with ties, found cases where the complexity of

bribery can increase and when it can decrease, and stated a general observation about the

complexity of control.

In Chapter 4 we considered four important models of single-peakedness for votes with

ties, and showed that for each model it is in P to determine if a given electorate satisfies

that model for votes with ties. We also expanded on our work on manipulation for votes

with ties by considering the complexity of single-peaked votes with ties, and we found that

the complexity can depend on the model used.

We considered how the succinct representation of the voters affects the complexity of

different election problems in Chapter 5, and even though this representation can be expo-

nentially smaller, we found that the complexity of election attacks rarely increases (in the

length of the input), and explained this behavior by showing that several techniques used to

show polynomial-time results for nonsuccinct voters can be adapted for the succinct case.

We presented a new election-attack model in Chapter 6 that models the natural case
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of control in the setting where there are manipulators. We considered both the case where

the chair and the manipulators have the same goal, and the case where they have directly

conflicting goals. We presented general upper bounds for the complexity of control in the

presence of manipulators, and we showed most of these bounds to be tight for the second

and third levels of the polynomial hierarchy. However, for important natural systems we

found that the complexity can be much lower than these bounds.

Our examination of the behavior of the complexity of election-attack problems in differ-

ent natural settings gives new insights into the behavior of election systems as well as of

complexity classes. It will be interesting to see which ideas from our work can be applied to

the study of related combinatorial problems, and also what new insights can be gained by

considering other measures of hardness.
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